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ABSTRACT 

 

Even in this day and age of advanced internet technology, businesses that deliver meals via 

the internet in Bangladesh are doing quite well. Even after the COVID-19 pandemic, the 

majority of people living in urban areas of Bangladesh are unfazed when it comes to 

placing meal orders with a variety of food delivery services. The expansion of the food 

supply has made it possible for consumers to experience previously unattainable levels of 

convenience. People frequently consult food reviews and ratings before making decisions 

about what to eat. Ratings are not the only factor that goes into determining the caliber of 

a dish. The menu, the delivery monitoring program and the attitude of the delivery person 

are all elements that go into the rating. As a consequence of this, the reader is required to 

read every single comment pertaining to food. However, this process does require some 

patience, mainly due to the fact that it is difficult to read all of the comments on the different 

dishes. As a consequence of this, we attempted to develop a system for providing insightful 

feedback regarding meals. Around two thousand Bangla phrases have been compiled by 

our team for use in a variety of online meal delivery applications. Throughout the course 

of our investigation, we made utilized a number of different methods for analyzing 

sentiment and classifying data. Some of these traditional machine learning methods include 

DT, RM, and LR. Compare with Boosting classifier algorithms. We made 

utilized an algorithm that not only gave us an F1 score but also gave us the highest possible 

level of accuracy in our prediction. 
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 CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

Significant growth in the number of online food businesses has been observed in Dhaka 

and a few other cities in the surrounding region. The market for online food supplies now 

has a daily turnover of 1 million takas, which is a significant increase from the almost 

nonexistent level seen in 2013. In 2013, HungryNaki, a local startup, became a member of 

the group. Subsequently, the company developed an online meal service platform for the 

country of Bangladesh. [1] It makes it possible for people living in Dhaka to look up nearby 

restaurants and place orders for food from those restaurants. Since 2013, a great number of 

companies that will deliver meals to your doorstep via the internet have emerged. The year 

before, we saw an increase that was 400 percent, which helped us expand to other cities, 

where people from those other cities are anticipated to respond positively. [2] It is estimated 

that 20,000 orders are currently being distributed across Dhaka on a daily basis [2], which 

provides a better understanding of this imperialism. An online meal delivery company 

reports that the average cost of each delivery is approximately 50 taka, which is equivalent 

to approximately 11800 dollars in the United States in Dhaka alone. On the basis of the 

explanation that has just been provided, one may reach the conclusion that in the not-too-

distant future, there will be a significant demand for an online meal delivery service. As a 

consequence of this, any automated system will function as an essential component of this 

system. 

In order to fulfill this requirement, we developed an intelligence method that can 

automatically classify the opinions expressed in Bangla food reviews. In this project, we 

used a combination of natural language processing and machine learning. The TFIDF 

approach was the one that we went with for the conversion of text to the numeric value. 

Following that, we assigned a classification to each sentiment using a number of different 

machine-learning approaches. We utilized data test utilization rates of varying degrees both 

for training and testing. In addition, the percentage range has been established as being 

between 30 and 70 percent. When the test data was reduced to 30%, our model performed 
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significantly better in the majority of cases. We went through all of the available options 

and settled on the one that would give us the best combination of accuracy and an f1 score. 

Following the selection of the most appropriate model, we validated it using fresh data on 

which it had not been previously trained. 

1.2 Motivation  

The number of users accessing the food-sale website in Bangladesh increases each day. 

The vast majority of people report feeling at least some level of comfort when purchasing 

food over the internet. This occurrence is becoming more commonplace every day among 

people who are passionate about food as a direct result of the epidemic of coronary disease. 

However, when people buy food online, they are subject to a number of restrictions that 

they must adhere to. The evaluation of meals is the primary focus of this investigation. 

Reading up on different cuisines is a smart way to get a comprehensive understanding of 

any food. But right now is the time to put in a significant amount of effort. As well as that, 

the purchaser could find each comment to be tiresome at times. As a result of the 

conversation that just took place, it is clear that something needs to be done to find a 

solution to this problem so that individuals can save time and easily obtain their preferred 

meal.  

We are putting in effort because of these two limitations. In addition to this, we need to 

make a decision regarding whether or not to develop an intelligent system that is able to 

analyze the comment and place it into appropriate positive or negative categories. Ratings 

are now a distinct topic, and they make it much simpler to choose the best meals from a 

website. In actual practice, a different parameter is chosen. This is the overall quality of 

this company's business, as seen by the quality of the books, the delivery time, and the 

manner in which the delivery man conducted himself, for example. Choosing food using 

this method is not the best strategy for the same reason. In the end, we decided to address 

the issue by applying NLP and machine learning techniques. The algorithm is aware that 

the string cannot be decoded in any meaningful way. To get things started, we have to turn 

the string into its numerical representation. Within the context of this example, we utilized 

the TFIDF method. In addition, we used a technique called machine learning to categorize 
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any sentence. We utilized a variety of settings for each distinct algorithm. In addition to 

this, we have selected the settings that are the most efficient. 

1.3 Rationale of The Study 

In today's modern society, the field of natural language processing includes a subfield 

known as machine learning, which plays an extremely important role. The development of 

the NLP industry will be aided by machine learning because it can detect a variety of 

aspects at an earlier stage. We took one step at a time in order to overcome the difficulty 

of the task. The most important challenge was collecting relevant information. We 

compiled this data using a wide range of Bangla food blogs, food delivery apps, and 

restaurant websites. The second problem is that the data were not presented in an orderly 

fashion, and there was a great deal of background noise. As a consequence of this, we need 

to clean them very carefully, as the algorithms that perform machine learning are very good 

at this. In order to acquire the necessary knowledge, we investigated the entire dataset after 

it had been preprocessed. Before beginning the program's training, we finished by 

converting our dataset into a numerical representation. 

1.4 Research Question  

The following is a list of some of the topics that are discussed in this thesis: 

▪ How should we go about collecting the necessary information? 

▪ Is the classification scheme appropriate for the project at hand? 

▪ What method are you going to use to label the data? 

▪ What advantages would people have from participating in this project? 

▪ Which approach do you think is the best for classifying different kinds of restaurant 

reviews? 

▪ Can this concept actually be implemented in the world we live in? 
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1.5 Expected Output 

Our research technique refers to the approach we plan to take when carrying out our 

inquiry. This chapter explains how we plan to address a variety of issues, including data 

collection methods, statistical analysis, participant observations, and more. Within this 

section of our study report, we have compiled the most recent Data Set, as well as data 

cleaning and selecting characteristics and feature selection procedures. After the model has 

been given some training, a classification strategy is used to determine the outcome (SVC, 

Logistic Regression, RF, SGD, MLP). 

1.6 Research Objectives 

The following is a list of our primary goals: 

➢ To investigate how a particular classification scheme could be utilized to evaluate 

or categorize Bangla meal reviews. 

➢ You should set up a discussion board where people can post their positive and 

negative comments about their meals. 

➢ Give some thought to the theoretical studies that have been done on the 

classification of the Bangla language by classifier algorithms. 

➢ Recognize reviews in multiple categories, such as excellent and terrible meals, 

using techniques such as machine learning and natural language processing. 
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1.7 Report Layout 

Chapter 1: In this chapter, we will discuss the following topics: introduction, motivation, 

problem definition, research question, research technique, and the anticipated completion 

date of our program. In this section, we will also discuss the rationale behind our decision 

to carry out this research. 

Chapter 2: In the second chapter, we investigate the background of the study, as well as 

other studies that are analogous to it and the current state of events as seen from 

Bangladesh's vantage point. In it, you'll find both an examination of the context as well as 

a concise description of the work. 

Chapter 3: The methodology of the study will be discussed in Chapter 3. This chapter 

delves deeply into the process, whether it be the technique or the workflow. In this section, 

we will discuss the methodology that was used to carry out the research. 

Chapter 4: The performance of the suggested model will be analyzed in this chapter with 

the help of a classification report and an accuracy table. 

Chapter 5: The last chapter of the report is titled "Chapter 5," and it summarizes the 

findings of the previous chapters. The results of the model are broken down and discussed 

in this section. This section also includes a comparison of the accuracy of the information. 

Additionally, the web implementation and output of the model are discussed in this section. 

An analysis of the shortcomings of the work serves as the final topic of discussion in this 

chapter. In addition to that, it contains information that is embedded about upcoming 

projects. 
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CHAPTER  2 

BACKGROUND STUDY 

2.1 Introduction 

Researchers working on machine learning and artificial intelligence systems have 

developed a plethora of innovative ideas in recent years with the goal of enhancing 

algorithms and the applications that use them. Based on their intended system, a great 

number of projects are currently viewable online at a variety of websites located all over 

the world. This chapter will discuss the work that is pertinent to the discussion. We have 

provided a number of different recommendation system examples, along with their overall 

performance. The accuracy of the existing system is essential to how they use it, the method 

and model they use for forecasting, as well as the location where they put it in place. 

2.2 Related Works 

Utilizing statistical and machine learning methodologies, recent years have seen significant 

advancements made in the process of identifying and recommending newspapers based on 

historical data. CPD has been the subject of research in the fields of data mining, statistics, 

and computer science for a number of years at this point. In the following sections, we will 

go over the majority of the previous research that has been done on recommendation 

engines in a variety of fields. This research makes use of machine learning, shallow 

learning, and deep learning. 

Morteza et al. [1] introduce a system that, in today's environment of big data, news 

platforms highlight both the challenges and opportunities for increasing the functioning of 

recommendation systems. Improved management and analysis of clickstream data, as well 

as a better understanding of users' preferences, are two benefits that can accrue to news 

recommendation systems that make use of cutting-edge big data storage and programming 

techniques. The vast majority of currently available algorithms for news recommendation 

make use of the clicks made by users as implicit input in order to study user behavior. 

In contrast to the binary "true" or "false" (1 or 0) Boolean logic typically used in 

computation, "degrees of truth" are employed in fuzzy logic, as defined by M.N.M. Adnan 
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et al. Recommender systems take into account user tastes and make recommendations for 

content to read or view accordingly. Suggestion delivery strategies ranging from content-

based to collaborative to knowledge-based and beyond have been proposed. Their system 

relied on fuzzy logic to find a group of articles that could be read in tandem and 

recommended to a reader. There is a clear purpose for utilizing fuzzy logic in practice. Zero 

and one are absolute numbers, and they are notoriously difficult to turn into engaging or 

informative news articles. They can't just say that because something is labeled "X," it must 

be related to "Y." That's why they attempted to create a fuzzy algorithm that takes into 

account multiple aspects of a news article to decide whether or not it should be 

recommended to users. 

According to C. Feng et al. [2], traditional newspapers are being replaced by digital media 

such as websites and custom mobile applications. It has been demonstrated that news 

recommendation systems can evaluate lengthy articles automatically and make 

recommendations to users based on those evaluations and other parameters. From 2001 to 

2019, this work examines the entire body of writing and nominates 81 interconnected 

factors, which are then discussed under six main headings. Many worries from a long list 

of issues in the news arena are addressed, and 60% of news proposal frameworks use a 

hybrid approach, while 66% consider tiny conversations almost datasets. This is the first 

work in the field to provide such a comprehensive overview of news recommendations at 

a macro level and to analyze the various metrics contained within the musings. The final 

section outlines some possibilities for a long-term study that could improve the news 

industry's ability to propose news stories. 

In their paper, Walter et al. [3] present a social network model for a trustworthy 

recommendation system. According to the concept behind the model, agents gain access 

to data via their social network and filter it via their trust links. To learn how agent trust 

dynamics affect the system's success, they compared its performance to that of a frequency-

based recommendation system. In addition, they found that knowledge sparsity, preference 

heterogeneity among agents, and network density all play crucial roles in the system's 

performance. The system self-organizes into a state where its performance is nearly 
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optimal; this global performance is an emergent property of the system, arising from the 

interactions of individual agents rather than from any premeditated effort to achieve it. 

H.Tan and his fellow employees. [4] E-learning recommendation systems can assist 

students in making decisions, which is an extremely important skill to have in this day and 

age of overwhelming amounts of information when students lack the appropriate personal 

experience with the possibilities. In this study, they focused primarily on the user-based 

collaborative filtering technique as a recommended method related to distance learning. 

The workflow of an internet-based e-learning recommendation system consists of five 

stages: data collection, data extraction, transformation, and loading (ETL), model 

construction, and strategy setup and supply. The architectural layout does double duty by 

preparing the ground for future expansion. There are a total of seven parts that make up 

this architecture. However, only four of them are essential for proper functioning. A 

database of recommendation models, a database of recommendation systems, a 

recommendation administration module, and a data/model management module are the 

four components that make up this set of modules. 

According to Goynai et al. [5] in today's information age, when learners lack sufficient 

first-hand experience with the available options, an e-learning recommendation system can 

help them decide how to proceed with their education. Their primary interest is in the 

collaborative filtering process, which is based on the input of the users of the system. 

Gathering data, extracting and transforming data, building a model, configuring a strategy, 

and delivering the service are the five steps in the process flow for an online learning 

recommendation system. The provided structure can also serve as a stepping stone to 

accommodate future growth. The suggestion models databases, the recommendation 

systems databases, the recommendation management, and the data/model management are 

the four primary modules that make up their architecture. 
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2.3 Comparative Analysis Summary 

Research associates from a variety of study institutions undertake research into the studies 

that have been carried out in the subject of historical assessment. Our company is 

performing at an exceptionally high degree of efficiency right now. It is thought that as a 

result of the divide, it will be easier to evaluate the finer nuances of acquiring various 

goods, which might make it a more intelligent choice. Despite the fact that the referendum 

was not completely peaceful, this is the result. 

 

2.4 Scope of The Problem 

The scope of a project to analyze the sentiment of customer evaluations of food goods or 

restaurants would include doing an analysis of customer reviews in order to ascertain the 

general sentiment that is conveyed in the reviews. This might entail assessing the general 

degree of satisfaction that is stated in the evaluations as well as finding particular 

components of the food or service that consumers liked or disliked. The project could also 

require employing methods for natural language processing in order to extract important 

information from the evaluations, such as the precise types of food or menu items that were 

mentioned. In addition, the scope may include the visualization of the data in order to 

acquire insights and the identification of patterns in the sentiment of customers over time. 
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2.5 Challenges 

When it comes to doing a study of sentiment based on restaurant reviews, there are a few 

potential obstacles that may arise: 

How to deal with subjective language: Reviews may be quite subjective, which makes it 

difficult to precisely assess the feeling that is being communicated. 

Taking care of sarcasm and irony: Some evaluations may be written in a sarcastic or ironic 

tone, which might cause sentiment analysis algorithms to provide inaccurate results. 

How to deal with misspellings and slang: Reviews may include misspellings, slang, and 

informal language, all of which may make it challenging for natural language processing 

algorithms to interpret the content. 
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CHAPTER 3 

RESEARCH METHODOLOGY 

3.1 Introduction 

This chapter describes several data collection and analysis strategies that were used that 

are pertinent to the study. Techniques of analysis are discussed in Chapter 3, which 

contributes to the development of the mathematical approaches utilized in this work. In 

addition to that, this chapter demonstrates how the Machine Learning classifier works its 

way through the operation. There is access to raw data, data that has already been 

preprocessed, data processing, tokenization, algorithms for the classifier, and all of the 

other stages that are required. 

 

3.2 Data Collection Procedure 

The entirety of the market has transitioned online in some capacity or another over the 

course of the past decade. Millions of comments and reviews on various food products are 

posted online every day by customers who have either purchased or used the item in 

question. Each review will contain the author's individual point of view and opinion. Only 

reviews written in Bangla were considered for this project because that was the only 

language in which we were competent to work. After that, we gathered Bangla reviews that 

were acceptable and easy to comprehend from a range of sources, including websites for 

restaurants, websites and apps for meal delivery, food review groups on Facebook, and 

other online resources. The 2000+ reviews of our research data have been successfully 

finished by our team. 
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Preprocessing  

In the beginning, we performed some preliminary processing on the raw data by extracting 

the Bangla punctuations and stop words. This allowed us to get a head start on the analysis. 

After that, we made the necessary edits to the reviews, getting rid of the emoji that had 

been included. We have come to the conclusion that this information should be added at 

the very end of the review because it is impossible for us to reliably separate the emoji 

from the article because it is an integral part of the sentiment. This will make it possible 

for an accurate assessment of the appropriateness of the sentence to be carried out. 

Analysis  

In accordance with the evaluation criteria that were presented to us, we partitioned the 

dataset into two distinct categories (positive and negative). Since algorithms are unable to 

comprehend string data in an explicit manner. As a consequence of this, we are compelled 

to convert all of the data that we have processed into binary format. In order for us to 

accomplish this objective, we made use of a piece of software referred to as the TF-IDF 

algorithm. This abbreviation stands for the term frequency-inverse document frequency. 

Wi,j=tfi,j×log (
N

dfi
)                          (1) 

(1) The score of the TF-IDF, which can be found in the table, is denoted by the letters Wi,j. 

The variable tfi,j is shorthand for the overall frequency of occurrence of I in j. A conclusion 

can be drawn about the total number of documents based on the value of N. And dfi proves 

the entire number of papers, which includes I as part of its evidence. 
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3.3 Statistical Analysis 

Table 3.1 Tokenization Table 

 

By employing a strategy known as tokenization, we have separated individual words from 

a term that is necessary for the analysis of the phrase. This separation was necessary to 

complete the investigation. It was always our goal to present the tokenization system in 

Table 3.1. The tokenization system was going to be displayed there. Tokenizing each string 

is the first step that must be taken before employing the TFIDF methodology. As a direct 

consequence of this change, the punctuation, as well as the stop word, have been removed. 

Following that, in order to tokenize our raw data, we resorted to porter stemmer, which is 

a tokenization function that is utilized by a lot of people. 

 

 

Raw Data Type Tokenized data 

খাবারটি গরম ছিল া  Positive “খাবারটি”,” গরম”,” ছিল া” 

যা অর্ডার কলরছি াম তাই 

ছিলেলি  

Positive “যা”,” অর্ডার ”,”  কলরছি াম ”,” তাই”, 

” ছিলেলি” 

এমন প্যালকজ িং করলি সব 

খাবার একসালে হলে গগলি  

Negative “এমন”,” প্যালকজ িং”,” করলি”,” সব”, 

” খাবার”,” একসালে”,” হলে”,” গগলি”, 

িছব গিখাে এক গিে আর এক 

খাবার  

Negative  “িছব”,” গিখাে”,” এক”,” আর”, 

” এক”,” খাবার” 

খাবারটি অলনক ম া ছিল া  Positive  “খাবারটি”,” অলনক”,” ম া”,” ছিল া” 
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Classification  

 

 

 Figure 3.1: Classification of Dataset   

We developed two separate sorts of Bangla reviews, and as a direct consequence of this, 

our entire dataset was split into two categories: positive and negative, which are 

represented by the numbers 0 and 1, respectively. There were approximately four hundred 

Bangla reviews handed out in each of the classes. An explanation of the categorization 

approach that was taken for the complete dataset is provided in figure 3.2. In addition, the 

percentage of each type of data that belongs to each type has been clarified. In this 

particular categorization graph, the overall amount of data that is positive is equal to 52.2%, 

while the overall amount of data that is negative is equal to 47.8%. It is evidence that our 

data are well-balanced in the way that you specified. It demonstrates how exact our dataset 

is and ensures that it will be suitable for the following tasks because of its precision. 
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Figure 3.2: Confusion Matrix  

We were successful in making an estimate of the Logistic Regression algorithm by 

employing the use of a confusion matrix. We used 25 newly collected primary data contains 

for the purpose of validation. These primary data contain included both positive and 

negative reviews of the product. The following are the results obtained from our algorithm: 

15 appropriate positives, nine appropriate negatives, one inappropriate positive, and no 

inappropriate negatives were found. As a result, we are in a position to determine the 

precision-recall ratio and validate the model for the purpose of the prediction of Bangla 

food reviews. 

  Accuracy = 𝑇𝑃+𝑇𝑁 /𝑇𝑃 + 𝐹𝑃+𝐹𝑁+𝑇𝑁  

   = 15 + 9 /15 + 1 + 0 + 9 = 0.93 *100 = 93%  

     Error = 1 - 0.93 = 0.07*100 = 7%  
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             The recall rate for positive:  

                                         𝑇𝑃/ 𝑇𝑃 + 𝐹𝑁 

    = 15 /15+0 

    = 1*100  

    = 100%  

 The recall rate for Negative:  

          𝑇𝑁 /𝑇𝑁+𝐹𝑃 

    = 9 /9 + 1  

   = 0.90*100  

   = 90% 

The calculation that was just shown allows us to draw the conclusion that our model is 

more accurate than other models when it comes to the prediction of favorable reviews. This 

is due to the fact that a rate of positive memory is preferable to a rate of negative recall. In 

figure 3.6, we have included examples of all of the phenomena. 
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3.4 Proposed Methodology  

Its term "research technique" refers to the practices or procedures that are utilized in 

identifying, selecting, managing, and assessing data relevant to a topic. This data can then 

be utilized to draw conclusions about the issue. The reader is given the ability to more 

correctly evaluate the general legitimacy and consistent quality of the consideration after 

reading the section of a research paper devoted to the methodology. The method includes 

a total of seven stages, all of which bring to a successful conclusion the research that is 

discussed in section 3.1. The procedures are outlined in the following list. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3: Methodology Diagram 
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3.5 Implementation Requirement 

• Hardware:  

     Processor: Core I3 

     Ram: 8 GB 

• Software: 

     Google Colab 

     Language: Python 3.8 
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CHAPTER 4 

  EXPERIMENTAL RESULTS AND DISCUSSION 

4.1 Experimental Setup 

The empirical data and descriptive research are going to be the main topics of this chapter. 

When we look into it, the first thing that we do is think about the findings. Constructing 

the Implications section in such a way that the findings are presented without the need for 

awareness or scrutiny is the goal of this part's construction. Under the area that discusses 

research papers, you'll find some recommendations. Documentation of the findings, as well 

as the exam, will be provided in this chapter. 

4.2 Experiment Result & Analysis 

Three conventional machine learning algorithms and three boosting classification 

techniques have both been employed. The decision tree, random forest, and logistic 

machine learning algorithms are used in this context. The GradientBoosting classifier, 

AdaBoosting, and CatBoostingClassificaiton are the other three boosting techniques. We 

compared these algorithms using accuracy and accuracy score. According to the accuracy 

table, Random Forest and CatBoostingClassificaiton acquire height accuracy of 99.70% 

and 99.10 while using only 30% of the input. Table 4.1 show the traditional machine 

learning algorithm and table 4.2 show the boosting classifier algorithms’ accuracy.  

Table 4.1: Traditional Algorithm Accuracy Table 

 

 

Test Data usage 

rate 

Algorithms 

Decision Tree Logistic regression Random Forest 

30% 97.34% 99.10% 99.70% 
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Table 4.2: Boosting Classification Algorithm Accuracy Table 

 

 

From the analysis of the two tables, it can be said that the parts of the boosting algorithm 

and the traditional algorithm are almost the same. 

 

Result Analysis  

In this section, we take three metrics to present our algorithms more transparently, which 

are Recall, Precision, and F1 score. Here, we compare our main accuracy with these three 

metrics to see which algorithm performs more accurately. 

Test Data usage 

rate 

Algorithms 

GradientBoosting AdaBoosting CatBoosting 

30% 98.56% 96.99% 99.01% 
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Decision Tree 

 

 Figure 4.1: Show the accuracy of the Decision Tree 

Figure 4.1 show the accuracy of the DT algorithm. Here we compare three matrices with 

our accuracy. In this graph there the F1 value is 97.29, the Recall value is 97.88 and the 

precision is gaining the height value that is 98.48.  The test data of 30% where our accuracy 

gain in DT is 97.7%, Which is similar to our three matrixes. we do not take this algorithm 

for our next step. It shows much lower than other algorithms.  
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Logistic regression 

 

 

Figure 4.2: Show the accuracy of the logistic Regressions 

The accuracy of the LG algorithm is illustrated in figure 4.2. In this section, we evaluate 

the accuracy of three different matrices. The value of F1 is 98.8, the Recall value is 99.1, 

and the importance of precision gaining is 98.5 in this graph. The test data consists of thirty 

percent, in which our accuracy improvement in LG is 99.1 percent. This is comparable to 

our three matrices. This algorithm is not going to be the basis for our next step. It performs 

far better than earlier algorithms. However, it does not improve the accuracy of the height. 
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Random Forest  

 

Figure 4.3: Show the accuracy of the Random Forest 

Figure 4.3 provides a visual representation of how accurate the RF method is. In this part 

of the article, we are going to analyze the precision of three different matrices. This graph 

reveals that F1 has a value of 99.1, that Recall has a value of 99.7, and that the importance 

of precision gaining is 98.51. The data from the tests make up thirty percent, and our 

accuracy has improved by 99.7 percent since the beginning of the test. This is analogous 

to the three matrices that we have. We have decided to use this algorithm as the foundation 

for the next step in our process. It performs significantly better than any of the conventional 

machine learning methods that have been tried. On the other hand, it does make the highest 

degree of accuracy better. 

Now apply boosting algorithm to compare our traditional algorithms. 
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GradientBoosting 

 

 

Figure 4.4: Show the accuracy of the GradientBoosting 

Figure 4.4 depicts how accurate the GradientBoosting method is in its application. In this 

part of the chapter, we will examine the correctness of three different matrices. This graph 

shows that F1 has a value of 90.98, that Recall has a value of 98.8, and that the relevance 

of precision gaining is 84.32. The percentage of test data is thirty percent, and the accuracy 

improvement achieved with the use of GradientBoosting is 98.8 percent. This is analogous 

to the way that we have three matrices. The following step that we do is not going to be 

based on this algorithm. 
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AdaBoosting  

 

Figure 4.5: Show the accuracy of the AdaBoosting 

The degree of precision that the AdaBoosting method exhibits when it is put into practice 

is illustrated in figure 4.5. In this section of the textbook, we are going to investigate the 

validity of three different matrices. It can be seen from this graph that the value of F1 is 

91.22, the value of Recall is 96.99, and the relevance of precision gaining is 86.1. The 

percentage of data that was tested is thirty percent, and the improvement in accuracy that 

was obtained with the application of AdaBoosting is 96.54 percent. This is comparable to 

the manner in which we make use of three matrices. The next step that we do is not going 

to be predicated on this algorithm in any way, shape, or form. 
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CatBoosting  

 

Figure 4.6: Show the accuracy of the CatBoosting 

The level of precision that the CatBoosting approach achieves is illustrated graphically in 

Figure 4.6. In the following section of the paper, we are going to investigate the precision 

of three distinct matrices. The information presented in this graph shows that F1 has a value 

of 92.68, that Recall has a value of 99.1, and that the importance of precision gaining is 

95.78. Our accuracy has increased by 99.1 percent since the commencement of the test, 

and the data from the tests account for thirty percent of the total. This is comparable to the 

three matrices that we have available. Following careful consideration, we have reached 

the conclusion that the following stage of our procedure will be built upon the 

aforementioned algorithm. It outperforms every other approach of boosting categorization 

that has been investigated by a significant margin. On the other hand, the highest degree of 

precision is improved as a result of this. 
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4.3 Discussion 

 
As a result of the fact that this is essentially a multiclass problem, the classifier produced 

a confusion matrix. The confusion matrix mentioned above is used to determine the 

accuracy, F1, precision, and recall scores for this study. We discovered Traditional 

Random forest algorithm to be the best classification method after applying 

GradientBoosting, AdaBoosting, CatBoosting, Logistic Regression, Decision Tree and 

Random Forest algorithm. 
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                                                 CHAPTER 5  

              IMPACT ON SOCIETY, ENVIRONMENT AND SUSTAINABILITY 
 

 

5.1 Impact on Society  

 
In our country Bangladesh, online food delivery website are increasing day by day. So, 

reviews plays a vital role in the online marketplace in general. During last pandemic 

different online shopping became the main platform for shopping as it is the safest way. 

So, more online product and food service providers makes it better for people but also 

raises the question of product quality and services. So it is easy for new customers to get 

scammed while ordering. In our work we solve this issue properly and it will make better 

impact on our society. 

 

5.2 Impact on Environment 

In our work we made a system that will analyze the customer feedback from online food 

delivery and provide a ratio of the positive and negative feedback written in Bangla 

language. In this case, if anyone ordering online and they implement ore using our system 

then they get better food. So in our work balanced society and environmental impact. 
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5.3 Ethical Aspects 

Some online product and food service providers make it better for people but also raises 

the question of product quality and services. When customers and food services providers 

see our system then food services providers delivered better product and customers get 

better food. However, they are also maintaining ethical aspects properly. 

 

5.4 Sustainability Plan 

In last pandemic different online shopping became the main platform for shopping as it is 

the safest and easiest way. It also accelerated the business to come online. So, in future 

we want to work with large dataset and make it more sustainable. 
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CHAPTER 6 

 SUMMARY, CONCLUSION, RECOMMENDATION AND       

IMPLECATION FOR FUTURE RESEARCH 

6.1 Summary of The Study 

Making progress toward a machine learning-based method for identifying instances of 

Food Review is a significant focus of our research. When the random forest method was 

applied to both the validation data and the test data, it produced very good results, 

according to our observations and findings. By strictly adhering to all of the criteria of data 

preparation and hyperparameter adjustment, we were able to achieve this degree of 

precision in our calculations. 

6.2 Conclusion  

Within the scope of this study, a total of five distinct machine-learning approaches were 

used to identify instances of agoraphobia. In order to gather information, we will be 

conducting an online survey. The DT, RF, LG, and Boosting classification methods are 

some of the classification algorithms that are employed the most commonly. There are 

numerous different approaches to classification that can be utilized. DT The split of the 

data was as follows: 70% training data and 30% test data. According to the results of the 

tests, the random forest had the highest accuracy, coming in at 99.7%. This was the level 

of accuracy achieved by our tests. The validation was carried out in an extremely accurate 

manner. It makes exactly one mistake, despite the fact that there are 58 different bits of 

data that it cannot predict. The domain of negative detection for agoraphobia is one in 

which our method performs remarkably well. In order to reach this decision, we employed 

the use of a confusion matrix. 
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6.3 Implication For Further Study 

➢ In the not-too-distant future, we are interested in working with a more 

comprehensive dataset. 

➢ In the not-too-distant future, we are going to implement the use of a dataset that 

receives real-time updates. This indicates that the dataset will be updated on a 

continuous basis and that our model will be trained in real-time as it is used. 

➢ We are going to create an application that is compatible with both the web and 

Android. 

➢ In addition to this, we intend to make available an application programming 

interface (API) that can be integrated into any platform, such as a website dedicated 

to telemedicine or a mobile health care program. 

➢ Given that our study is predicated on machine learning, we plan to incorporate a 

deep learning method in the not-too-distant future in order to enhance the utility of 

our investigation. 
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                                                               APPENDIX 

 

The first was to outline the procedures for the analysis, which presented a number of 

difficulties. The report was the first. Furthermore, no progress has been made in this area 

previously. Indeed. It wasn't your typical job. We couldn't find someone who could help 

us that much. Another stumbling block was data collection, which proved to be a huge 

issue for us. We created a data gathering corpus because we couldn't locate an open source 

Bangladesh text pre-processing program. We've begun manually collecting data. 

Furthermore, classifying the various postings is a difficult task. We might be able to 

achieve it after a lengthy time of hard labor. 
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