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ABSTRACT 

 

Brain stroke is the second-leading cause of death and the third-leading cause of disability 

worldwide. A stroke occurs when the blood circulation in the brain is obstructed or when 

a blood vessel in the brain ruptures and leaks. A stroke is a medical emergency that must 

be treated as soon as possible. Early intervention can help to prevent brain damage and 

other complications. Machine learning and data science play an important role in medical 

science. Using technology, we can predict a disease based on the symptoms of the human 

body. In this paper, we propose an intelligent system that can predict potential brain strokes 

with only twenty-three (23) features. In addition, we apply six (10) well-known machine 

learning algorithms to Bangladeshi datasets collected from various hospitals in Bangladesh 

to assess prediction accuracy. In our work, the accuracy of gradient boosting classification 

is 96.09%, and it is consistent. Gradient Boosting's accuracy is higher than other classifiers 

such as Random Forest, Bagging, Logistic Regression, SVM, K Neighbors, Decision Tree, 

Gaussian Naïve Bayes, XG Boost, and Ada Boost. We have a data shortage because we 

only collected data from 385 patients. We can get a better result if we can manage more 

patients' data. 
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CHAPTER 1 

INTRODUCTION 

 

1.1 Introduction 

Cerebral stroke, also known as cerebrovascular accident (CVA), is a serious health issue 

that happens when the flow of blood to the brain is interrupted, resulting in damage to brain 

cells. Brain strokes are a major cause of death and disability globally, and early detection 

and therapy of the condition are crucial for improving the chances of recovery and reducing 

the risk of long-term complications. Traditionally, the diagnosis of brain stroke has relied 

on the evaluation of clinical signs and symptoms and the use of diagnostic tests like 

imaging techniques such as CT scans or MRIs may be used in the treatment of strokes. 

However, these methods can be time-consuming and may not always provide a definitive 

diagnosis. In addition, brain stroke can have a range of different causes and presentations, 

making it challenging to accurately predict the condition. Recently, machine learning 

algorithms have gained increasing attention as a potential tool for predicting brain stroke. 

Machine learning algorithms are computer programs that are designed to learn from data 

and improve their performance over time. They can analyze large amounts of data and 

identify patterns that may not be apparent to human analysts. Therefore, the use of machine 

learning algorithms for predicting brain stroke could lead to more accurate and reliable 

predictions and facilitate earlier detection and treatment of the condition. In this research, 

we aim to investigate the apply machine learning algorithms to predict brain strokes and 

evaluate their performance compared to traditional methods. We will collect data from 

patients with brain stroke from multiple hospitals and apply different machine learning 

algorithms to the data to develop a prediction model. We will then assess the model's 

performance using various evaluation metrics and compare the result to traditional 

methods. The results of this study will have the potential to improve the early identification 

and treating brain strokes and reduce the risk of long-term complications. 

 

 

 

1 
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1.2 Motivation 

Brain stroke is a stroke disease that everyone cannot understand for instance. For this 

reason, we have to go to the hospital and check for a which stroke that has occurred. From 

our research, we have gotten – Early detection and treatment of brain stroke are crucial for 

improving the chances of recovery and reducing the risk of long-term complications. A 

machine learning model for brain stroke prediction could help doctors identify the 

condition in its early stages and initiate appropriate treatment more quickly. Machine 

learning algorithms have the potential to analyze large amounts of data and identify 

patterns that may not be apparent to human analysts. This could enable more accurate and 

reliable predictions of brain stroke. The development of a brain stroke prediction model 

using machine learning could lead to improved efficiency in the healthcare system by 

reducing the need for unnecessary testing and enabling more targeted use of resources. 

Working on brain stroke prediction using machine learning could contribute to the overall 

advancement of the field of artificial intelligence and its application in healthcare. Finally, 

the creation of a machine learning model for predicting brain strokes could have significant 

societal benefits, as strokes are a major cause of disability and death globally. These are 

some reasons for us to work on brain stroke.  

 

1.3 The rationale of the study 

Brain stroke is a serious medical condition that requires prompt treatment to lower the risk 

of long-term problems, and increase the chances of recovery. The ability to predict brain 

stroke in its early stages could lead to earlier detection and treatment of the condition. 

Machine learning algorithms have the potential to analyze large amounts of data and 

identify patterns that may not be apparent to human analysts. This could enable more 

accurate and reliable predictions of brain stroke. The development of a brain stroke 

prediction model using machine learning could lead to improved efficiency in the 

healthcare system by reducing the need for unnecessary testing and enabling more targeted 

use of resources. Studying brain stroke prediction using machine learning could contribute 

to the overall advancement of the field of artificial intelligence and its application in 

healthcare. 
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1.4 Research Questions 

a) Which machine learning algorithms are the best at predicting brain strokes? 

b) How do machine learning models for predicting brain strokes compare to traditional 

methods in terms of accuracy? 

c) Which factors have the greatest impact on the accuracy of machine learning 

algorithms in predicting brain strokes? 

d) What can be done to enhance the performance of machine learning models for 

predicting brain strokes? 

e) To what extent do the results of machine learning models for predicting brain 

strokes vary among different patient groups and healthcare settings? 

f) What ethical considerations should be taken into account when using machine 

learning algorithms for predicting brain strokes? 

g) What is required for the implementation of machine learning models for predicting 

brain strokes in clinical settings? 

h) How do the predictions of machine learning models for brain strokes compare to 

those made by human experts? 

i) What can be done to increase the interpretability of machine learning models for 

predicting brain strokes? 

j) What are the possible long-term effects of using machine learning algorithms for 

predicting brain strokes on patient outcomes and the healthcare system? 

 

1.5 Expected output 

For our study, we will get these output after the experimental results: 

a) An evaluation of the accuracy, precision, and recall of various machine learning 

algorithms for predicting brain strokes. 

b) An understanding of the factors that have the greatest influence on the accuracy of 

machine learning algorithms in predicting brain strokes, such as age, medical 

history, and lifestyle choices. 
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c) Suggestions for enhancing the performance of machine learning models for 

predicting brain strokes, such as choosing particular algorithms or incorporating 

additional features in the training data. 

d) An examination of the possible advantages and difficulties of using machine 

learning models for predicting brain strokes in clinical settings. 

e) A contrast of the predictions made by machine learning models for brain strokes 

with those made by human experts. 

 

1.6 Layout of the report 

i. Chapter 1 is all about the Introduction of this research work. 

ii. In chapter 2, there will be a Background Study of this work. 

iii. In chapter 3, there will be Research Methodology. 

iv. In chapter 4, there will be Results Analysis. 

v. In chapter 5, there will be the Conclusion and Future Work of this thesis work. 
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CHAPTER 2 

BACKGROUD STUDY 

 

2.1 Introduction 

This section will go over related works, research summaries, and research challenges. This 

section on previous research covers other papers and their findings, methods, and accuracy 

that are related to our work. We will provide an overview of these related works in the 

research summary section. In the challenges section, we will discuss how we enhanced our 

accuracy. 

 

2.2 Related work 

The authors of [1] proposed a method for detecting and classifying intracranial hemorrhage 

strokes using a microwave imaging system (MIS) and machine learning (ml). They 

demonstrated a system for detecting and localizing hemorrhagic strokes in a layered human 

head phantom. As a dataset, they used images of healthy and unhealthy brain tissue. To put 

this dataset to the test, they created a human-like head system. Their proposed method 

produced 97% accurate results on a core i7 processor computer with 12 extracted feature 

numbers. It is only effective against cerebrovascular targets. 

 

To predict brain stroke, the authors of [2] proposed an improved random forest machine 

learning algorithm. They gathered the data from NIHSS-compliant medical records. The 

dataset includes 4799 patients, 3128 of whom are male and 1676 of whom are female. 

Gender, blood pressure, glucose levels, age, paralysis, smoking, BMI, cholesterol, and 

stroke record were among the dataset's characteristics. ML algorithms such as Gaussian 

Naïve Bayes, K-Means, Linear Regression, Random Forest, Support Vector Machine, 

Decision Tree, and Logistic Regression were used. They have also employed the random 

forest and Ada boost algorithms. Then, in order to improve accuracy, they proposed an 

improved random forest model. With an overall accuracy of 94.23%, the results were as 

follows: decision tree (93.12%), Naive Bayes (76.77%), logistic regression (82.5%), linear 

SM (23.22%), poly SM (83.43%), and PBG SVM (81.97%). As a result, they created a 
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model called "improvised random forest," which had a 96.97% accuracy rate. And this 

model had a 0.03% error rate. They hoped to propose derived methods for various types of 

strokes from an image dataset in the future. 

 

The authors of [3] used machine-learning approaches to predict brain stroke and compared 

them to the Cox model. They gathered data through medical checks, questionnaires, and 

phone calls. They made use of 16 dataset characteristics. They combined the performance 

matrix and some feature selection, as well as forward feature selection, L1 regularized 

logistic regression, and conservative mean feature selection. As machine learning 

algorithms, they employed supported vector machines and margin-based censored 

regression. With a concordance index of 0.770, using a combination of CM feature 

selection and MCR for prediction resulted in the best outcomes. The Conservative 

definition performs very well in feature selection for the CH'S dataset. However, feature 

selection method may not function well in other datasets. This strategy may be used to 

uncover possible risk factors for illnesses without having to conduct clinical trials. 

 

The authors of [4] proposed an automated system for early detection of ischemic strokes 

using a CNN deep learning algorithm. For this strategy, they employed data augmentation. 

The collection includes CT pictures of brain strokes. They employed a total of 256 patch 

images with a 32x32 picture size. They divided the data in half, using half for training and 

half for testing. To obtain additional data, they employed data augmentation. They used 

the shift of affine transformation approach, which shifts one point at a time, to collect more 

meaningful data. CNN has also been utilized in machine learning. The training stage has 

an accuracy rate of 97.66%, while the testing stage has an accuracy rate of 92.969%. As a 

result, CNN's identification rate exceeds 90%. They want to gather additional brain stroke 

photos in the future to improve the overall system identification rate. 

 

The authors of [5] suggest a ten-classifier machine-learning technique for stroke prediction. 

They gathered the information from medical facilities in Bangladesh. They have acquired 

information from around 5110 people. Age, gender, hypertension, employment type, 
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housing type, heart disease, age, glucose level, BMI, marital status, smoking habits, and 

stroke history were all factors. They employed following machine learning classifiers: 

Linear Regression, SGD, DTC, Ada Boost, Gaussian Naïve Bayes, QDA, MLP, K 

Neighbors, GBC, and XG Boosting. Testing data is 20% and training data is 80%. To 

obtain a better result, they create weighted voting models. Weighted voting had the best 

accuracy (97%), GBC and XGB had the second highest (96%), and the SGD classifier had 

the lowest accuracy (65%). When compared to other machine learning algorithms, 

weighted voting produced the greatest results in this study. In the future, they hoped to 

focus on deep learning-based imaging. 

 

Four machine learning techniques were utilized by the authors of [6] to diagnose stroke 

disease. Their key contributions were data collection and preparation for 77 the dataset. 

They utilized WEKA for their project. They gathered 1058 individual patient records. 

There were 412 male patients and 646 female patients from 1059 onwards. 

 

The authors of [7] used eight machine learning techniques to identify strokes illnesses using 

a image dataset of CT scan. For the picture processing, they employed data augmentation. 

They obtained CT scan data from 102 patients at Hajj Hospital in Surabaya, Indonesia. 

They had a total of 233 CT scan pictures, 226 of which were ischemic stroke data and 7 of 

which were hemorrhagic stroke data. They had gone through six processes to process the 

photograph. They have INN, Gaussian Naïve Bayes, Logistic Regression, Random Forest, 

NN-MLP, Decision Tree, Deep Learning, and SVM weighted ml algorithms. From above 

this, Random Forest achieved the highest accuracy of 95.67% among these algorithms. 

 

The authors of [8] proposed a machine learning-based approach for detecting brain strokes. 

They demonstrated a system architecture in which they constructed a model utilizing ml 

techniques as SVM, Random Forest, Decision Tree, XG Boost, and SUD. The dataset will 

be run through these models, yielding prediction results. They also add people to the dataset 

upload. Users may verify their stroke forecast by utilizing this system. 
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Author's of [9] have proposed predicting stroke outcomes using NLP-based machine 

learning on the radiology report of a brain MRI. They have collected the data of 1840 acute 

ischemic stroke (A75) patients, among whom 646 had an outcome. They used a poor MPI 

text report as a dataset when they were first admitted. They had split the dataset into 70 

and 30 reactions for training and testing, respectively. They used ML-based natural 

language processing along with deep learning, CNN & LSTM, CNN Max, and Multi-CNN. 

Among these MI algorithms, Multi-CNN obtained the best result. Deep learning showed 

superior performance over machine learning methods.  

 

The author of [10] used machine learning approaches to investigate Acute Ischemic Stroke 

Neuroimaging. Unsupervised machine learning was utilized. Neuroimaging characteristics 

were used to train the dataset. They have a dataset size limitation. Because neuroimaging-

based deep learning requires a large quantity of data, which is not available. Another 

constraint was the requirement to label each photograph. In the future, they hoped to work 

with numerous universities to create a robust dataset. 

 

Authors of [11] have proposed & three machine learning methods to detect strokes within 

4.5 hours, they have used MRI for this work. They have collected 1836 stroke patients' 

data. They have finally collected 355 stroke patients data from 1830 patients using 

diffusion-weighted imaging (DWI) and fluid-attenuated inversion recovery (FLAIR). They 

analyzed DW7 and FLAIR images. Then they applied three machine-learning methods to 

this dataset. ML classifiers were Logistic regression, SVM, and random forest. Among 

these methods, logistic regression and random forest both obtained the same result, the best 

result. For future work, they wanted to evaluate the applicability of these ML algorithms 

to other patients. 

 

The paper "Deep into the brain: artificial intelligence in stroke imaging" by Lee, Eun-Jae 

et al. (2017) presents an overview of the use of artificial intelligence (AI) in the imaging 

of stroke. The authors provide a comprehensive review of current AI-based methods for 

stroke imaging, including their applications, limitations, and future directions. The authors 
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first introduce the different types of stroke and the imaging modalities used for diagnosis 

and treatment. They then discuss the various AI-based methods for stroke imaging, 

including deep learning, machine learning, and computer-aided diagnosis (CAD) systems. 

They also review the use of AI-based methods for the analysis of imaging data, such as 

magnetic resonance imaging (MRI) and computed tomography (CT) scans. The authors 

found that AI-based methods have the potential to improve the diagnostic accuracy, 

efficiency, and automation of stroke imaging. These methods can also provide valuable 

information for treatment planning and follow-up. However, the authors also note that there 

are limitations to the current AI-based methods, such as the lack of large and diverse 

datasets and the need for further validation in clinical settings. The authors suggest that the 

future directions for AI-based methods in stroke imaging include the development of more 

sophisticated algorithms and the integration of multiple imaging modalities. They also 

suggest the importance of data sharing and collaboration among researchers to improve the 

performance of AI-based methods. 

 

The paper "Natural language processing and machine learning algorithm to identify brain 

MRI reports with acute ischemic stroke" by Kim, Chulho et al. (2019) presents a method 

for automatically identifying acute ischemic stroke (AIS) in brain MRI reports using 

natural language processing (NLP) and machine learning techniques. The authors aim to 

improve the efficiency and accuracy of the diagnostic process for AIS by automating the 

identification of relevant information in brain MRI reports. The authors first preprocessed 

the data by extracting the text from the reports and removing irrelevant information. They 

then applied NLP techniques to extract features such as named entities, negation, and 

modality. These features were used as input to various machine learning algorithms, 

including support vector machines (SVMs), random forests, and gradient boosting. The 

authors found that the combination of NLP and machine learning techniques was able to 

accurately identify AIS in brain MRI reports. Their best performing model, a gradient 

boosting algorithm, achieved an F1-score of 0.94. This indicates that the model was able 

to accurately identify AIS in the majority of the cases. The authors also performed 

experiments to evaluate the effect of different feature sets and different machine learning 
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algorithms on the performance of the model. They found that the gradient boosting 

algorithm performed the best overall, and that the inclusion of negation and modality 

features improved the performance of the model. The paper provides a promising approach 

to automating the identification of AIS in brain MRI reports. The use of NLP and machine 

learning techniques allows for the efficient and accurate identification of relevant 

information in the reports, which can improve the diagnostic process for AIS. However, 

more research is needed to evaluate the performance of the model on larger and more 

diverse datasets. 
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2.3 Research Summary 

We are provided a brief synopsis of a research article pertaining to our work. 

 

Table 2.1: Research paper summary 

 

Serial References Used Methodology Results 

01 The author of paper [2] Improvised Random 

Forest 

94.23% 

02 The author of paper [3] Machine Learning vs 

Cox Model 

0.770 

03 The author of paper [4] CNN Deep Learning Above 90% 

04 The author of paper [5] Eight machine learning 

classifiers 

95.67% 

05 The author of paper [7] Machine Learning 

Classifiers 

95.97% 

06 The author of paper [12] CT Scan Images 0.805 

07 The author of paper [13] Brain MRI Images 0.744 

 

A stroke is a health issue that happens when the flow of blood to the brain is interrupted.   

This can be due to a blockage in the blood vessels that supply the brain (ischemic stroke) 

or bursting of a blood vessel in the brain (hemorrhagic stroke). When brain does not receive 

enough blood and oxygen, the cells in the affected area can become damaged or die. The 

symptoms of a stroke can vary widely depending on which part of the brain is affected and 

how severe the damage is. Possible symptoms include weakness or numbness on one side 

of the body, difficulty speaking or understanding speech, confusion, vision problems in 

one or both eyes, difficulty walking or loss of balance or coordination, and a severe 

headache with no known cause. Treatment for a stroke may include medications to dissolve 

blood clots or stop bleeding, surgery to repair damaged blood vessels, and rehabilitation to 

help the person recover function and independence. 
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2.4 Challenges 

One of the major obstacles in predicting accuracy is data collecting. It cannot predict 

without data. Preprocessing is the next obstacle. After preprocessing, the data set does not 

contain any null values, which allows to make an accurate prediction. After that, feature 

scaling helps to standardize all feature values to the same scale. As a result, a different 

algorithm has been applied to the suggested design. Lastly, the application procedure had 

created in order to obtain accurate anticipated value. According to the working technique, 

numerous obstacles arose. 
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CHAPTER 3 

METHODOLOGY 

 

3.1 Introduction 

In our work, we attempted to collect the data from several medical hospitals in Bangladesh. 

We also attempted to make this study distinctive by making correct predictions. We 

discovered several missing values after collecting data, which we corrected. We finished 

the feature scaling procedure to acquire the correct forecast. Datasets are used for training 

and testing algorithms such as Decision Tree, Logistic Regression, k Neighbors, support 

vector machines (SVM), Gaussian Naive Bayes, Ada Boost, XG Boost, Bagging, and 

Gradient Boosting. 

 

3.2 Dataset 

Dataset is collected from different hospitals in Bangladesh. Dataset contains 385 patients 

data. This dataset contains both stroke and non-stroke patients data. We have collected the 

data from a brain stroke patient after one was diagnosed with the disease and after that 

admitted. This data was collected from a medical registry book. Our data set contains 385 

cases, with males accounting for 209 and females accounting for 176. Our data set also 

includes data from 234 brain stroke patients and 151 non-brain stroke persons. 

 

3.2.1 Dataset Features 

This resulting data set includes 23 characteristics and a predict class. Gender, Age, 

Residence Area, Work Type, Marital Status, Hypertension, Smoking Habit, Heart Disease, 

Average Glucose Level, Weight, BMI, RBS, Height, Serum Creatinine, Serum 

Cholesterol, HDL, Triglyceride, LDL, HbA1c, Hb, WBC, ESR, RBC are the important 

characteristics. 
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Table 3.1: Dataset features 

 

Serial Feature Feature Details 

1 Gender Male: 0 

Female: 1 

2 Age Years 

3 Work Type Government Job: 1 

Private Job: 2 

Farmer: 3 

Businessman: 4 

Politics: 5 

Teacher: 6 

No Job: 7 

Self Employed: 8 

4 Residence Area Urban: 0 

Rural: 1 

5 Marital Status No: 0 

Yes: 1 

6 Hypertension No: 0 

Yes: 1 

7 Heart Disease No: 0 

Yes: 1 

8 Smoking No: 0 

Yes: 1 

9 Average Glucose Level >6.0mmol/l 

10 Weight kg 

11 Height Meters  

12 BMI Kg/m2 
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13 RBS <7.8mmol/l 

14 Serum Creatinine <1.2mg/dl 

15 Serum Cholesterol 150-220m 

16 LDL <130 mg/dl 

17 HDL >40 mg/dl 

18 Triglyceride <150mg/dl 

19 HbA1c 4-5.6% 

20 Hb 12.5 – 17.5 g/dl 

21 RBC Male:4.7- 6.1 mcl, 

Female:4.2 – 5.4 mcl 

22 WBC 4000 – 11000 cell/mm3 

23 ESR 0 to 29 mm/h 

24 Class: Stroke No: 0 

Yes: 1 

 

Gender: Strokes are more likely to affect men. However, after a certain age, women are at 

greater risk. Males make up 209 of the 385 total occurrences we have gathered, while 

females make up 176. 

 

Age: Age is a major risk factor for stroke. The risk of stroke increases with age, and older 

people are more prone to experience a stroke and to have more severe symptoms. 

According to WHO, the incidence of stroke increases exponentially after the age of 55, 

with the highest rates occurring in people over the age of 75. 

 

Work Type: Some studies have suggested that certain types of work may be associated 

with an increased risk of stroke. For example, research has shown that people who work in 

physically demanding or sedentary jobs may be at higher risk of stroke. Jobs with physical 

demands may increase the risk of stroke by increasing the risk of high blood pressure, 

obesity, and other conditions that are known risk factors for stroke. Sedentary work, on the 
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other hand, may increase the risk of stroke by contributing to a lack of some physical 

activity, which is also associated with an alarming risk of stroke and other health problems. 

Other factors related to work, such as stress, long working hours, and shift work, may also 

be associated with an increased risk of stroke. However, more research work is needed to 

understand exact relationship between work-type and stroke risk. 

 

Residence Area: According to several research, persons who live in cities may be at those 

who have a higher risk of stroke who reside in rural regions. Living in an urban location 

may raise the risk of stroke for a variety of reasons. Air pollution in cities is greater, which 

has been related to an increased risk of stroke and other cardiovascular disorders. In 

addition, urban locations may have greater levels of stress and social isolation, which might 

increase the risk of stroke. Furthermore, cities may have greater prevalence of harmful 

habits such as smoking and poor eating, which can raise the risk of stroke. 

 

Marital Status: Marital status may be related to an individual's risk of stroke, although the 

relationship which is complex and not fully understood. Some studies have suggested that 

being married or being in a long-term committed relationship may be associated with a 

lower risk of stroke compared to being single, divorced, or widowed. 

 

Hypertension: Hypertension, or stroke is a major risk that is associated with high blood 

pressure. When blood pressure is consistently high, it can cause damage to the blood 

vessels which leading to strokes. According to the WHO, hypertension is a leading cause 

of stroke, responsible for up to 50% of stroke cases worldwide. The risk of stroke increases 

with higher blood pressure levels, and people with uncontrolled hypertension are at 

particularly high risk of stroke. 

 

Heart Disease: Heart disease, particularly conditions such as coronary artery disease and 

stroke risk can be elevated by a condition called atrial fibrillation. Coronary artery disease 

which is a condition in which a heart attack can occur when the arteries that bring blood to 

the heart become narrowed or blocked, resulting in reducing blood flow, and an increased 
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risk of heart attack. Atrial fibrillation is a type of irregular heartbeat that raise the likelihood 

of blood clots forming, which can lead to a stroke. People with heart disease are at an 

increased risk of both ischemic and hemorrhagic stroke. Ischemic stroke is caused by a 

blockage in the blood vessels that supply the brain, and can be triggered by a blood clot 

that forms in the heart and travels to the brain. A Hemorrhagic stroke is caused by bleeding 

in the brain and can be caused by an aneurysm, which is a bulge in the wall of a blood 

vessel that can burst and cause bleeding in the brain. 

 

Smoking: Smoking is a major risk factor for stroke. According to the World Health 

Organization, smoking is a leading cause of stroke, responsible for up to 25% of stroke 

cases worldwide. Smoking can increase the risk of stroke in several ways. First, smoking 

damages the blood vessels, making them more prone to blockages and damage. This can 

lead to an increased risk of ischemic stroke, which is caused by a blockage in the blood 

vessels that supply the brain. Second, smoking can increase the risk of hemorrhagic stroke, 

which is caused by bleeding in the brain. Smoking can cause the walls of the blood vessels 

to become weak and prone to rupture, leading to bleeding in the brain. Third, smoking can 

increase the risk of other conditions such as high blood pressure, diabetes, heart disease, 

and other known risk factors for stroke. 

 

Average Glucose Level: High blood sugar levels, also known as hyperglycemia, can 

increase the risk of stroke. Diabetes is a condition that is characterized by high blood sugar 

levels, and people with diabetes are at an increased risk of stroke. 

 

Weight: Being overweight or obese can increase the risk of stroke. Obesity is a condition 

characterized by excess body fat, and having high blood pressure is linked to a higher 

likelihood of several health issues, including stroke. Obesity can increase the risk of stroke 

in several ways. First, obesity can increase the risk of conditions that are known risk factors 

for stroke, such as high blood pressure, diabetes, and heart disease. Second, obesity can 

cause inflammation in the body, which can damage the blood vessels and increase the risk 

of stroke. 
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Height: There is some evidence to suggest that taller people may be at an increased risk of 

stroke compared to shorter people. A number of studies have found that taller people have 

a higher risk of ischemic stroke, Stroke occurs when the blood flow to the brain is 

interrupted due to a blockage in the blood vessels. However, relationship between height 

and stroke risk is complex and not fully understood. 

 

BMI: Body mass index (BMI) is a calculation that uses a person's weight and height to 

estimate their body fat percentage. High BMI is associated with an increased risk of stroke 

and other health problems. Obesity, which is defined as a BMI of 30 or higher, significantly 

increases the likelihood of stroke occurring. Obesity can increase the risk of stroke in 

several ways, including by increasing the risk of conditions such as diabetes, high blood 

pressure, and heart disease. Obesity can also cause inflammation in the body, which can 

damage the blood vessels and increase the risk of stroke. 

 

RBS: RBS stands for random blood sugar, which is a measure of blood sugar levels at a 

specific point in time. High blood sugar levels, also known as hyperglycemia, can increase 

the risk of stroke. Diabetes is a condition that is characterized by high blood sugar levels, 

and people with diabetes are at an increased risk of stroke. In people with diabetes, high 

blood sugar levels can cause damage to the blood vessels and nerves, leading to an 

increased risk of stroke. High blood sugar levels can also increase the risk of other 

conditions that are known risk factors for stroke, such as high blood pressure and heart 

disease. 

 

Serum Creatinine: Serum creatinine is a laboratory test that measures the level of 

creatinine in the blood. Creatinine is a waste product that is produced by the muscles and 

filtered out of the blood by the kidneys. Elevated serum creatinine levels may be a sign of 

kidney disease, which can increase the risk of stroke. People with kidney disease may be 

at higher risk of stroke due to a number of factors, including high blood pressure, 

inflammation, and an increased risk of blood clots. 
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Serum Cholesterol: Elevated serum cholesterol levels can increase the risk of stroke. 

Cholesterol is a type of fat that is found in the blood, and high levels of cholesterol can 

contribute to the build-up of plaque in the blood vessels, which can lead to a stroke. 

 

LDL: Low-density lipoprotein (LDL) cholesterol, also known as "bad" cholesterol, can 

increase the risk of stroke. LDL cholesterol can contribute to the build-up of plaque in the 

blood vessels, which can lead to a stroke. High LDL cholesterol levels are a major risk 

factor for stroke, along with other conditions such as heart disease and high blood pressure. 

Reducing LDL cholesterol levels can help to reduce the risk of stroke and other health 

problems. 

 

HDL: High-density lipoprotein (HDL) cholesterol, also known as "good" cholesterol, may 

be associated with a lower risk of stroke. HDL cholesterol helps to remove plaque from the 

blood vessels and can help to protect against the build-up of plaque that can lead to a stroke. 

While low levels of HDL cholesterol are a risk factor for stroke and other health problems, 

high levels of HDL cholesterol may be protective. However, the relationship between HDL 

cholesterol and stroke risk is complex and not fully understood. 

 

Triglyceride: High levels of triglycerides, a type of fat found in the blood, can increase 

the risk of stroke. Triglycerides are a risk factor for stroke, along with other conditions 

such as high blood pressure and heart disease. High triglyceride levels can contribute to 

the build-up of plaque in the blood vessels, which can lead to a stroke. In addition, high 

triglyceride levels may be associated with other conditions that increase the risk of stroke, 

such as diabetes and obesity. 

 

HbA1c: HbA1c, also known as glycated hemoglobin, is a laboratory test that measures the 

average blood sugar levels over the past two to three months. High HbA1c levels may be 

a sign of uncontrolled diabetes, which can increase the risk of stroke. 

 

16 
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Hb: Hb, also known as hemoglobin, is a protein found in red blood cells that carries oxygen 

from the lungs to the rest of the body. Low levels of Hb, also known as anemia, may be 

associated with an increased risk of stroke. Anemia can increase the risk of stroke in several 

ways. First, anemia can cause the heart to work harder to pump blood, leading to an 

increased risk of heart disease and stroke. Second, anemia can cause a decrease in oxygen 

delivery to the brain, which may increase the risk of stroke. 

 

RBC: Red blood cells (RBCs) are cells in the blood that carry oxygen to the body's tissues. 

Low levels of RBCs, also known as anemia, may be associated with an increased risk of 

stroke. 

 

WBC: White blood cells (WBCs) are cells in the blood that help to fight infections and 

protect the body from illness. High levels of WBCs may be a sign of inflammation in the 

body, which can increase the risk of stroke. Inflammation can damage the blood vessels 

and increase the risk of stroke. In addition, high levels of WBCs may be associated with 

other conditions that increase the risk of stroke, such as high blood pressure and heart 

disease. 

 

ESR: Erythrocyte sedimentation rate (ESR) is a laboratory test that measures the rate at 

which red blood cells (RBCs) settle to the bottom of a tube in a laboratory setting. Elevated 

ESR levels may be a sign of inflammation in the body, which can increase the risk of stroke. 

 

3.3 Machine Learning Algorithms 

Machine learning is a type of artificial intelligence that allows computers to learn and 

improve their performance on a specific task without being explicitly programmed. 

Machine learning algorithms are able to learn from data, identify patterns, and make 

predictions or decisions based on that data. There are different types of machine learning 

algorithms, including supervised learning algorithms, which are trained on labeled data and 

can be used to make predictions about new, unseen data, and unsupervised learning 

algorithms, which are used to discover patterns in data. Machine learning is used in a wide 
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range of applications, including image and speech recognition, natural language 

processing, and predictive modeling. It is a rapidly growing field that is transforming many 

industries and has the potential to revolutionize the way we interact with and make sense 

of data. We have used 10 machine learning classifiers for this work. 

 

3.3.1 Logistic Regression 

Logistic regression is a statistical method used for predicting binary outcomes, such as 

whether an individual will have a certain disease or not. It is a type of supervised learning 

algorithm that is used to model the relationship between a dependent variable and one or 

more independent variables by fitting a logistic curve to the data. 

In logistic regression, the relationship between the dependent variable (Y) and the 

independent variables (X) is modeled using the following equation: 

 

log(p/(1-p)) = b0 + b1X1 + b2X2 + ... + bn*Xn 

 

In this equation, p is the probability of the dependent variable occurring (e.g., the 

probability of having a certain disease), b0 is the intercept, and b1, b2, ..., bn are the 

coefficients for each independent variable. The values of the independent variables are X1, 

X2,..., Xn. 

 

The coefficients in the equation are estimated using maximum likelihood estimation, which 

involves finding the values of the coefficients that maximize the likelihood of the data 

given the model. The resulting equation can then be used to predict the probability of the 

dependent variable occurring for a given set of values for the independent variables. 

 

3.3.2 Gaussian Naïve Bayes 

Gaussian naive Bayes is a type of supervised machine learning algorithm that is used for 

classification tasks. It is based on the idea of Bayes' theorem, which states that the 

probability of an event occurring is related to the prior probability of the event occurring 

and the likelihood of the event given certain observations.  
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In Gaussian naive Bayes, the probability of a class (C) given a set of features (X) is 

calculated using Bayes' theorem: 

 

P(C|X) = P(X|C) * P(C) / P(X) 

 

In this equation, P(C|X) is the probability of the class (C) occurring given the features (X), 

P(X|C) is the probability of the features (X) occurring given the class (C), P(C) is the prior 

probability of the class (C) occurring, and P(X) is the prior probability of the features (X) 

occurring. 

 

The probability of the features (X) occurring given the class (C) is estimated using the 

normal (Gaussian) distribution, which is defined by the mean (μ) and standard deviation 

(σ) of the features in the class. The probability density function of the normal distribution 

is given by the following equation: 

 

f(x; μ, σ) = (1 / (σ * sqrt(2π))) * exp(-((x - μ)^2) / (2 * σ^2)) 

 

In this equation, x is a feature value, μ is the mean of the feature values in the class, and σ 

is the standard deviation of the feature values in the class. 

 

The probability of the class (C) occurring given the features (X) is then calculated using 

the probabilities of the individual features (X) occurring given the class (C), which are 

estimated using the normal distribution. The class with the highest probability is chosen as 

the predicted class. 

 

3.3.3 K Neighbors 

K-nearest neighbors (KNN) is a type of supervised machine learning algorithm that is used 

for classification and regression tasks. It is based on the idea of finding the K number of 

data points in the training set that are closest to a given data point and using those data 

points to make a prediction. 
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The K-nearest neighbors (KNN) algorithm does not have a specific formula as it does not 

involve training a model or estimating coefficients. Instead, it relies on the distance 

between data points to make predictions. 

 

To make a prediction using KNN, the distance between the data point to be predicted (X) 

and each data point in the training set (X1, X2, ..., Xn) is calculated using a distance 

measure, such as Euclidean distance. The K data points in the training set that are closest 

to the data point to be predicted are then identified, and the prediction is made based on 

these K nearest neighbors. 

 

3.3.4 Random Forest 

Random forest is a type of ensemble learning algorithm that is used for classification and 

regression tasks. It is based on the idea of building a collection (ensemble) of decision 

trees, each of which is trained on a random subset of the training data. The predictions 

made by the individual decision trees are then combined to make a final prediction. 

To make a prediction using a random forest, the algorithm first makes a prediction for each 

decision tree in the ensemble. The final prediction is then made by combining the 

predictions of the individual trees, either by taking the majority vote for classification tasks 

or by taking the average for regression tasks. 

 

3.3.5 Decision Tree 

A decision tree is a type of machine learning algorithm that is used for classification and 

regression tasks. It is based on the idea of building a tree-like model of decisions, where 

an internal node represents a feature or attribute, the branches represent decisions based on 

that attribute, and the leaves represent the final prediction or classification. 

The Gini index is a measure of impurity that is used to split the data at each node in a 

decision tree. It is calculated using the following formula: 

 

Gini = 1 - ∑(p(i|t)^2) 
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In this equation, p(i|t) is the probability of class i occurring at a given node t, and the sum 

is taken over all classes. The Gini index ranges from 0 (pure) to 1 (impure), and the goal is 

to split the data in a way that maximizes the reduction in impurity. 

 

The entropy is another measure of impurity that is used to split the data at each node in a 

decision tree. It is calculated using the following formula: 

 

Entropy = -∑(p(i|t) * log(p(i|t))) 

 

In this equation, p(i|t) is the probability of class i occurring at a given node t, and the sum 

is taken over all classes. The entropy ranges from 0 (pure) to log(n) (impure), where n is 

the number of classes, and the goal is to split the data in a way that maximizes the reduction 

in impurity. 

 

3.3.6 XG Boost 

XG Boost (eXtreme Gradient Boosting) is a type of gradient boosting algorithm that is 

used for classification and regression tasks. It is a powerful and widely used machine 

learning algorithm that is known for its efficiency, flexibility, and predictive performance. 

 

In XG Boost, the objective function to be minimized is defined as follows: 

 

Loss(y, f) = ∑(L(y, f)) + Ω(f) 

 

In this equation, L(y, f) is the loss function, y is the true label, f is the predicted label, and 

Ω(f) is the regularization term. The loss function measures the discrepancy between the 

true label and the predicted label, and the regularization term helps to prevent overfitting 

by adding a penalty to the objective function for large values of f. 

 

The gradient of the loss function is then calculated using the following formula: 
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∂Loss(y, f)/∂f = ∂L(y, f)/∂f + ∂Ω(f)/∂f 

 

The gradient is used to update the weights of the weak learners at each iteration, and the 

process is repeated until the loss function is minimized or a pre-defined number of 

iterations is reached. 

 

3.3.7 SVM 

Support vector machines (SVMs) are a type of supervised machine learning algorithm that 

is used for classification and regression tasks. It is based on the idea of finding the 

hyperplane in an N-dimensional space that maximally separates the data points of different 

classes. 

 

In SVM, the data points are represented as vectors in an N-dimensional space, and the goal 

is to find the hyperplane that maximally separates the data points of different classes. The 

hyperplane is defined by a weight vector (w) and a bias term (b), and the decision boundary 

is given by the equation wx + b = 0. The data points that are closest to the hyperplane are 

called support vectors and play a crucial role in determining the position of the hyperplane. 

 

In SVM, the optimization problem is defined as follows: 

 

minimize (1/2) * ||w||^2 

subject to y(i) * (w * x(i) + b) ≥ 1 for i = 1, 2, ..., n 

 

In this equation, ||w|| is the Euclidean norm of the weight vector w, y(i) is the true label of 

data point i, x(i) is the feature vector of data point i, and n is the number of data points. The 

goal is to find the weight vector and bias term that minimize the Euclidean norm of w while 

ensuring that the margin between the classes is maximized. 
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3.3.8 Ada Boost 

Ada Boost (Adaptive Boosting) is a type of ensemble learning algorithm that is used for 

classification and regression tasks. It works by building a collection (ensemble) of weak 

learners (e.g., decision trees) and combining them to create a strong learner. The algorithm 

adjusts the weights of the weak learners at each iteration based on their performance, with 

the goal of increasing the accuracy of the ensemble. 

 

In Ada Boost, the weak learners are trained sequentially, and at each iteration, the weights 

of the misclassified data points are increased to give them more importance. The weak 

learners are then trained on the weighted data, and the process is repeated until the desired 

number of iterations is reached or the error rate reaches a pre-defined threshold. 

 

The final prediction of Ada Boost is given by the following formula: 

 

f(x) = ∑(α(i) * h(i)(x)) 

 

In this equation, α(i) is the weight of the i-th weak learner, h(i)(x) is the prediction of the 

i-th weak learner, and the sum is taken over all weak learners. The final prediction is made 

by combining the predictions of the individual weak learners using the weights assigned 

by Ada Boost. 

 

3.3.9 Bagging 

Bagging (Bootstrap Aggregating) is a type of ensemble learning algorithm that is used for 

classification and regression tasks. It works by building a collection (ensemble) of weak 

learners (e.g., decision trees) and combining them to create a strong learner. The goal of 

bagging is to reduce the variance of the ensemble, which helps to improve the 

generalization error and reduce overfitting. 

 

In bagging, the weak learners are trained on different subsets of the training data, which 

are created using bootstrapping. Bootstrapping is a sampling technique that involves 
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sampling with replacement from the original dataset to create multiple new datasets 

(bootstrapped samples). The weak learners are then trained on the bootstrapped samples 

and combined to create the final prediction. 

 

The final prediction of bagging is given by the following formula: 

 

f(x) = 1/M * ∑(h(i)(x)) 

 

In this equation, M is the number of weak learners, h(i)(x) is the prediction of the i-th weak 

learner, and the sum is taken over all weak learners. The final prediction is made by 

averaging the predictions of the individual weak learners. 

 

3.3.10 Gradient Boosting 

Gradient Boosting is a type of ensemble learning algorithm that is used for classification 

and regression tasks. It works by building a collection (ensemble) of weak learners (e.g., 

decision trees) and combining them to create a strong learner. The algorithm adjusts the 

weights of the weak learners at each iteration based on the gradient of the loss function, 

which helps to reduce the error and improve the prediction accuracy. 

In Gradient Boosting, the weak learners are trained sequentially, and at each iteration, the 

prediction of the ensemble is updated based on the gradient of the loss function. The weak 

learners are then trained on the residual errors (difference between the true label and the 

predicted label) and combined to create the final prediction. 

 

The final prediction of Gradient Boosting is given by the following formula: 

 

f(x) = f(x) + h(x) 

 

In this equation, f(x) is the prediction of the ensemble, and h(x) is the prediction of the 

weak learner. The final prediction is made by adding the prediction of the weak learner to 

the prediction of the ensemble. 
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3.4 Proposed Model 

The proposed model (Figure 3.4) of this paper, describe below:  

i. Data collect from different hospitals in Bangladesh 

ii. Then we need to pre-processing the data. 

iii. Then analyze the preprocessed data using some machine learning methods to get 

the prediction value. 

iv. Check also the confusion matrix results. 

 

 

 

 

 

 

 

 

 

 

 

Figure: 3.1 Proposed model method 
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3.5 Working Procedure 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure: 3.2 Working Procedure 
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CHAPTER 4 

RESULTS ANALYSIS 

 

4.1 Experimental Results 

To assess performance, we used Accuracy, Precision, Recall, and F1-score. The proportion 

of correct predictions to total predictions made by the model is known as classification 

accuracy. The ratio of true positive predictions to true positive and false positive 

predictions is defined as precision. The recall is the ratio of true positives to true positives 

and false negatives. The F1-score, often known as the F-measure, is a balancing measure 

that is intended to represent performance in a single figure. It is the mean of precision and 

recall.  

 

A confusion matrix is a table that is used to evaluate the performance of a machine learning 

model, particularly for classification tasks. It shows the number of true positive, true 

negative, false positive, and false negative predictions made by the model. 

 

Table 4.1: Confusion Matrix 

 Actual Positive Actual Negative 

Predicted Positive True Positive False Positive 

Predicted Negative False Negative True Negative 

 

 

Accuracy is a measure of how well a machine learning model is able to predict the true 

values of the data. It is calculated as the proportion of correct predictions made by the 

model. For example, if a model makes 90 correct predictions out of 100 total predictions, 

the accuracy would be 90%. 

 

Accuracy is calculated as follows: 

 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑜𝑡𝑎𝑙 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛
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Precision is a measure of how accurate a machine learning model is in making positive 

predictions. It is calculated as the proportion of correct positive predictions made by the 

model out of all the positive predictions made by the model. 

 

Precision is calculated as follows: 

 

Precision = 
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
 

 

Recall is a measure of how sensitive a machine learning model is to positive cases. It is 

calculated as the proportion of correct positive predictions made by the model out of all 

the actual positive cases. 

 

Recall is calculated as follows: 

 

Recall =  
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
 

 

The F1 score is a measure of the balance between precision and recall in a machine learning 

model. It is calculated as the harmonic mean of precision and recall, with a higher score 

indicating a better balance between the two. 

 

F1 Score = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
 

 

We employed ten distinct machine learning techniques, as well as an ensemble model. 

Logistic Regression Classifier, Gaussian Naive Bayes Classifier, K-Neighbors Classifier, 

Random Forest Classifier, Decision Tree Classifier, XG Boost Classifier, SVC Classifier, 

Ada Boost Classifier, Bagging Classifier, Gradient Boosting Classifier, and an ensemble 

model are among the approaches. Python was picked for this categorization. 70% of the 

data was used for training, whereas 30% was used for testing. Random Forest Classifier 
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has the highest accuracy of these ten classifiers, at 96.87%. Gradient Boosting Classifier 

accuracy is thus 96.09%. The confusion matrix of Decision Tree, Random Forest, K 

Neighbors, Ada Boost, Gaussian Naïve Bayes, SVC, Logistic Regression, XG Boost, 

Bagging, and Gradient Boosting are showed in Table 4.2 to Table 4.11 respectively. 

Performance analysis of different machine learning classifiers are showed in Table 4.12. 

Comparison bar graph of precision, recall, f1 score, and accuracy are showed in Figure 4.1 

to Figure 4.4 respectively. Comparison of all classification is showed in Figure 4.5. 

 

Table    4.2:  Confusion Matrix for                      Table    4.3:  Confusion Matrix for  

Decision Tree                                     Random Forest 

 Actual 

Positive 

Actual 

Negative 

  Actual 

Positive 

Actual 

Negative 

Predicted 

Positive 45 3 

        Predicted 

Positive 47 1 

Predicted 

Negative 
6 46 

          Predicted 

Negative 
2 50 

Table    4.4:  Confusion Matrix for                      Table    4.5:  Confusion Matrix for  

K Neighbors                             Ada Boost 

 Actual 

Positive 

Actual 

Negative 

  Actual 

Positive 

Actual 

Negative 

Predicted 

Positive 
44 4 

        Predicted 

Positive 
48 0 

Predicted 

Negative 
34 18 

          Predicted 

Negative 
5 47 
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Table    4.6:  Confusion Matrix for                      Table    4.7:  Confusion Matrix for  

Gaussian Naïve Bayes                    SVC 

 Actual 

Positive 

Actual 

Negative 

  Actual 

Positive 

Actual 

Negative 

Predicted 

Positive 
47 1 

        Predicted 

Positive 
48 0 

Predicted 

Negative 
3 49 

          Predicted 

Negative 
52 0 

 

Table    4.8:  Confusion Matrix for                      Table    4.9:  Confusion Matrix for  

Logistic Regression                            XG Boost 

 Actual 

Positive 

Actual 

Negative 

  Actual 

Positive 

Actual 

Negative 

Predicted 

Positive 
46 2 

        Predicted 

Positive 
47 1 

Predicted 

Negative 
9 43 

          Predicted 

Negative 
1 51 

 

Table    4.10:  Confusion Matrix for                     Table    4.11:  Confusion Matrix for  

Bagging                                           Gradient Boosting 

 Actual 

Positive 

Actual 

Negative 

  Actual 

Positive 

Actual 

Negative 

Predicted 

Positive 
47 1 

        Predicted 

Positive 
47 1 

Predicted 

Negative 
4 48 

          Predicted 

Negative 
0 52 
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Table 4.12: Performance Analysis of Different Machine Learning Classifiers 

 

Classifiers Precision Recall F1 Score Accuracy 

Logistic Regression 91.25% 87.95% 89.57% 86.72% 

Gaussian Naïve 

Bayes 
96.39% 96.39% 96.39% 95.31% 

K Neighbors 81.25% 62.65% 70.75% 66.41% 

Random Forest 96.39% 96.39% 96.39% 95.31% 

Decision Tree 90.12% 87.95% 89.02% 85.94% 

XG Boost 95.29% 97.59% 96.43% 95.31% 

SVC 64.84% 1.00% 78.67% 64.84% 

Ada Boost 95.24% 96.39% 95.81% 94.53% 

Bagging 97.47% 92.77% 95.06% 93.75% 

Gradient Boosting 96.43% 97.59% 97.01% 96.09% 

 

 



©Daffodil International University 35 

 

Figure 4.1: Comparison bar graph of Precision 
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Figure 4.2: Comparison bar graph of Recall 
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Figure 4.3: Comparison bar graph of F1 Score 
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Figure 4.4: Comparison bar graph of Accuracy 
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Figure 4.5: Comparison of Different Classifiers. 
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 CHAPTER 5 

CONCLUSION 

 

5.1 Summary 

In this study, a brain stroke prediction model was developed using data from five hospitals 

in Bangladesh to aid doctors in predicting brain stroke in patients based on their clinical 

data. The model was trained on a dataset of 385 instances with 23 features and ten different 

machine learning algorithms were evaluated. The results showed that the Gradient 

Boosting algorithm had the highest accuracy, above 96%. 

 

5.2 Discussion 

In our dataset, we have 385 patient’s data along with 23 features. We have applied 10 

machine learning algorithm to get the best result. Our main limitation is data shortage. If 

we get more data, we can get even better result from our prediction model. The 

classification accuracy of Logistic Regression (86.72%), Gaussian Naïve Bayes (95.31%), 

K Neighbors (66.41%), Random Forest (95.31%), Decision Tree (85.94%), XG Boost 

(95.31%), SVC (64.84%), Ada Boost (94.53%), Bagging (93.75%),and  Gradient Boosting 

(96.09%). In our work, Gradient Boosting gave best result among these classifications.  

 

5.3 Future Work 

In this work, we had shortage of data. We want to collect more data for this dataset and 

also want to work on this model. And we want to add GUI for user experience. 

 

5.4 Conclusion 

The purpose of this study was to develop a brain stroke prediction model that could identify 

the condition in its early stages and create a dataset of brain stroke cases in Bangladesh. To 

achieve this goal, we collected data from several hospitals in the country. Ten different 

machine learning classification techniques, including Logistic Regression, K Neighbors, 

SVC, Gaussian Naïve Bayes, Bagging, Ada Boost, XG Boost, Random Forest, Gradient 

Boosting, and Decision Tree, were applied to the data. The results showed that the Gradient 

Boosting technique was the most effective, with an accuracy of above 96%. This work 
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represents an important contribution to the field of brain stroke prediction and to the 

development of the first brain stroke data repository in Bangladesh. 
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