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ABSTRACT 

 

Kidney disease is a chronic condition because it causes a progressive loss of kidney function over 

time. When kidney function is impaired, the body can no longer perform all of these essential 

functions, leading to a range of symptoms, including swelling, fatigue, and shortness of breath. 

That's why early detection of chronic kidney disease is important because it allows for early 

intervention, which can slow the progression of the disease and prevent or delay the development 

of end-stage renal failure. Early detection can also help identify treatments to reduce or prevent 

further damage to the kidneys. The study aims to develop an automated system to predict CKD, 

identify the stage of CKD, find out the probability of CKD, predict CKD progression, and manage 

chronic kidney disease. The study proposes a machine-learning-based system using supervised 

learning algorithms to predict the onset of CKD accurately. The system is designed to use a 

combination of patient data, such as age, gender, ethnicity, family history, lifestyle, and laboratory 

test results, to predict and determine the probability of the onset of CKD. In addition, the system 

is designed to provide personalized recommendations for lifestyle modifications and all the 

relevant information related to CKD, such as symptoms, risk factors, causes, nutrition, diagnosis 

and testing, and treatments, and to create awareness about CKD. The study also proposes using 

interactive visualizations to help patients understand their condition and make informed decisions 

about their health. The study also outlines a procedure for validating the accuracy of the system 

and provides recommendations for further development. To predict the CKD, we have applied 

different machine learning algorithms, including Decision Tree, Ada Boost, KNN, Random Forest, 

Gradient Boosting, Stochastic Gradient Boosting, XGBoost, and Extra Tree. Of these, Decision 

Tree and AdaBoost have higher accuracy, at 96.25% each. 
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CHAPTER 1 

Introduction 

 

1.1 Introduction 

Chronic kidney disease (CKD) is a long-term kidney disease that progresses slowly over several 

years. It is characterized by a gradual loss of kidney function and can lead to complete kidney 

failure. Common causes of CKD include diabetes, high blood pressure, and long-term use of 

certain medications. People with CKD may experience symptoms such as fatigue, swelling, and 

high blood pressure [1][2][11]. Treatment options for CKD can include lifestyle changes, 

medications, dialysis, and kidney transplantation. Early detection and treatment of CKD can help 

to prevent further complications [3]. 

 

Kidney disease is a chronic condition because it is a progressive loss of kidney function over time. 

The kidneys play a vital role in the body by filtering waste from the bloodstream, regulating 

electrolytes, and balancing the body’s fluids. When kidney function is impaired, the body can no 

longer perform all of these essential functions, leading to a range of symptoms, including swelling, 

fatigue, and shortness of breath [11]. Over time, kidney disease can lead to serious complications, 

including kidney failure and death. As such, it is considered a chronic condition that requires 

ongoing management and monitoring. That's why early detection of Chronic Kidney Disease 

(CKD) is important because it allows for early intervention, which can slow the progression of the 

disease and prevent or delay the development of end-stage renal failure. Early detection can also 

help to identify treatments to reduce or prevent further damage to the kidneys, including lifestyle 

changes, medications, and other treatments [9]. Early detection can also lead to earlier diagnosis 

of other medical conditions that are associated with CKD, such as diabetes, hypertension, and 

anemia. With early detection and treatment, patients can often manage their condition and lead 

healthier life [4][6][10]. 

 

Chronic Kidney Disease is evaluated through physical examination, laboratory testing and imaging 

studies. A physical exam may include blood pressure measurements, evaluation of the heart, lungs 

and abdomen, and urinalysis [7]. Laboratory tests may include a complete blood count, serum 
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creatinine and blood urea nitrogen, electrolytes, uric acid, albumin, and calcium. Imaging studies 

such as ultrasounds, CT scans, and MRI scans are used to detect any changes in the size and shape 

of the kidneys. Once diagnosed, CKD will be staged according to the severity of kidney damage 

and the glomerular filtration rate (GFR) [5]. 

Table 1.1: Different Stages of CKD 

Different Stages of CKD 

Stage GFR 

(ml/min/1.73m2) 

Qualitative Description 

1 >90 Normal Kidney Function - This is when the 

kidneys are functioning normally and all of the 

tests show that they are working properly 

2 60-89 Mildly Impaired Kidney Function - This is 

when the kidney function is slightly impaired 

and certain tests may indicate the beginning of 

a decline in kidney performance 

3 30-59 Moderately Impaired Kidney Function - This 

is a more serious form of impaired kidney 

function, where test results may show a decline 

in performance compared to stage 2 

4 15-29 Severely Impaired Kidney Function - At this 

stage, the kidneys are significantly impaired 

and are often unable to filter toxins out of the 

body effectively 

5 <15 Kidney Failure - This is a critical stage where 

the kidneys are no longer able to filter toxins 

and waste products out of the body. This stage 

requires dialysis or a kidney transplant to keep 

the patient alive 
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The aim of this study is to develop a machine learning-based model to predict CKD and to develop 

a CKD management system that can aid in the treatment and management of CKD. The model 

should accurately identify the risk factors associated with CKD and be able to predict the 

development of CKD. Additionally, the management system should provide personalized 

guidance and advice to individuals with CKD to help them better manage their condition by 

providing all the information related to CKD. 

 

1.2 Motivation 

There is a prevalence of CKD (Chronic Kidney Disease) patients in recent years. Several factors 

have contributed to the increasing prevalence of CKD patients. These include an aging population, 

rising rates of obesity, an increase in sedentary lifestyles, rising rates of hypertension, diabetes, 

and other chronic conditions, increasing use of medications and environmental toxins, and an 

increase in the use of long-term dialysis treatments. In addition, the rate of CKD has been rising 

in many parts of the world due to a lack of access to healthcare and preventive measures. Therefore, 

there is a need for CKD management system because this progressive decline in kidney function 

can cause many complications and increase the risk of mortality if not monitored and managed in 

a timely manner. Our proposed system would allow to predict and track the progression of CKD 

in a patient, giving them the opportunity to take necessary steps to manage and minimize the 

complications associated with the disease. Additionally, predictive analytics could allow for early 

detection and intervention of declining kidney function, allowing for improved outcomes and 

better quality of life for those living with CKD. 

 

1.3 Rationale of the study 

The study of chronic kidney disease management system is important for improving the quality of 

life of individuals who suffer from the condition. Chronic kidney disease (CKD) is a progressive 

condition that can lead to end-stage renal failure, requiring dialysis or a kidney transplant. Early 

detection and intervention are essential for reducing the risk of complications associated with 

CKD. The development of a system that can accurately predict and manage CKD could help to 

identify those at risk before they experience serious symptoms and provide them with necessary 
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interventions to slow the progression of the disease. Such a system could also provide health care 

providers with the ability to monitor their patients’ conditions and provide personalized care.  

 

1.4 Research Questions: 

• How accurately this CKD Management System predict CKD? 

• How does the CKD Management System help improve patient care? 

• What benefits does the CKD Management System provide to patients? 

• How effective is the CKD Management System in helping to identify and address 

potential health risks? 

• What are the cost savings associated with using the CKD Management System? 

• How does the CKD Management System help to reduce healthcare costs? 

• What are the most common challenges associated with implementing the CKD 

Management System? 

 

1.5 Research Objective: 

• To build an effective CKD management system that can accurately predict CKD, and 

detect CKD stages, allowing for earlier diagnosis and intervention. 

• To provide all the information related to CKD. 

• To improve patient outcomes by predicting potential risks of chronic kidney disease 

(CKD) and suggesting personalized treatment plans. 

• To integrate machine learning with current standards of practice to enable optimized and 

effective CKD management. 
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1.6 Expected Outcome: 

Prediction: Based on the patient's symptoms and laboratory results, the system should predict that 

the patient is likely to have CKD.  

 

Management: The system should provide a personalized management plan for the patient which 

includes lifestyle changes, medications, and other treatments which are tailored to their individual 

needs. Additionally, the system will provide resources for the patient and their family to help them 

stay informed about CKD and its treatment. 

 

Treatment plan: Patient should receive lifestyle modification counseling and should consider 

lifestyle changes such as reducing sodium and protein intake, increasing physical activity, 

monitoring blood pressure and blood glucose, limiting alcohol intake and avoiding smoking. In 

addition, patient should take any medications that may be prescribed to help manage symptoms 

and control disease progression. 

 

Education: Patient should receive education about CKD and its potential long-term implications 

such as different staging of CKD, kidney failure, dialysis, and potential need for kidney transplant. 

Patient should also understand importance of medication adherence, healthy diet and lifestyle 

changes, and importance of regular checkups. 

 

 

1.7 Project Management and Finance: 

Project management phases of CKD management system: 

1. Project Initiation 

❖ Establish project objectives 

❖ Develop project plan 

❖ Define project scope 
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2. Requirements Analysis 

❖ Collect requirements 

❖ Analyze requirements 

❖ Define system architecture 

❖ Create use cases 

❖ Identify data sources 

 

3. Design 

❖ Design user interface 

❖ Design system architecture 

❖ Develop database schema 

❖ Create data models 

❖ Develop algorithms 

 

4. Implementation 

❖ Develop code 

❖ Test code 

❖ Integrate system components 

❖ Deploy system 

 

5. Testing 

❖ Develop a test plan 

❖ Execute test plan 

❖ Identify and fix bugs 

❖ Verify the accuracy of results 

 

6. Deployment 

❖ Train users 

❖ Document system 

❖ Monitor system performance 
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❖ Monitor user feedback 

❖ Maintain system 

Finance: 

CKD management system requires: 

❖ Server cost 

❖ publishing cost in Google's Play Store 

❖ publishing cost in Apple's App Store 

 

1.8 Report Layout  

Chapter 1: This section includes the research introduction, motivation, rationale of the  

the study, research questions, and report layout. 

 

Chapter 2: This section is about terminologies, related work, comparative analysis and  

summary, the scope of the problem, and challenges. 

 

Chapter 3: This section includes the research subject and instrumentation, implementation  

requirements, data preprocessing, static analysis, applied algorithms, and data collection. 

 

Chapter 4: This section includes experimental setup, experimental results, and analysis and  

result discussion. 

 

Chapter 5: This section is about the impact on society and the environment, ethical aspects, and  

sustainable plan. 

 

Chapter 6: This section includes the outline of the study, conclusions, suggestions for advance 

consider. 
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CHAPTER 2 

Background 

2.1 Terminologies 

Chronic kidney disease is a major health concern as the ratio of CKD patient are increasing day 

by day. Doctors and researchers are working hard to find the remedy and prevention of CKD. They 

conducted different studies on this subject and implemented different Machine Learning and Deep 

Learning algorithm. Many of them have achieved significant success. All of this research has made 

a markable change in the detection and treatment of CKD patients. In our study, we employed 

machine learning techniques. 

2.2 Related Works 

Due to the high payment of an expert specialist for the manual process of diagnosing a disease, it 

is costly and needs more time. So automatic disease detection and diagnosis system can be 

beneficial as it is cheap and fast. Many machine learning and deep learning methods like KNN, 

SVM, XGBoost, ANN, DT, NB, and LR have come a long way and applied to the diagnosis of 

diseases with success. One of the focus areas of this trend in AI-based diagnosis is Chronic Kidney 

Disease. [12] When the kidney is damaged and can’t perform blood filtration at its normal rate, is 

known as Chronic Kidney Disease [13]. The prevalence of chronic kidney disease (has been 

identified as a major public health issue on a global scale. There are between 5 and 7 million people 

with kidney failure who require renal replacement treatment, and the estimated global prevalence 

of CKD is 13.4% [14]. Chronic kidney disease lowers the ability of filtering wastes from the body. 

As a result, the ratio of waste in blood increases.  CKD patients could have issues like anemia, 

weak bones, nerve damage, poor nutritional health, and high blood pressure [15]. CKD patients 

need to monitor and take care of on regular basis. Controlling diabetics, medication intervals, a 

healthy diet, and regular checks up are the main concerns for a CKD patient [16]. CKD is classified 

as G1, G2, G3, G4, and G5 which are five stages determined by GFR and other parameters [17]. 

Many have made different models to detect and diagnose CKD with machine learning algorithms.  
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Models with Decision Tree (DT), Artificial Neural Network (ANN), and Naive Bayes (NB) were 

produced by Al-Hyari et al. [18]. The model's precisions for the DT, NB, and ANN are in order of 

92.2%, 88.2%, and 82.4%. Although 102 data points were utilized, over-fitting might make them 

too few. 

The association between eleven chronic diseases including CKD was established by Gupta et al. 

[19]. The AdaBoost algorithm performed with the highest accuracy of 88.66% when many 

algorithms were employed to identify chronic kidney disease. 

K-NN, Random Forest, and neural networks were used in the models' derivation by Salekin and 

Stankovic [20]. For the KNN model and the Neural Network, they used values from the IBK 

method to fill in the dataset's missing data. To build a simplified model for a quick calculation, the 

features of their model were further cut back. 

Using a proper diet plan, M. P. N. M. Wickramasinghe et al [21] provide an approach to control 

the disease. In this study, various methods, including Multiclass Decision Jungle, Multiclass 

Decision Forest, Multiclass Neural Network, and Multiclass Logistic Regression, are used to build 

classifiers. 

Kernel-based Extreme Learning Machine (ELM) to detect Chronic Kidney Disease was suggested 

and tested by H. A. Wibawa et al [22]. Four kernel-based ELMs' performance, including RBF-

ELM, Linear-ELM, Polynomial-ELM, and Wavelet-ELM, is compared to that of regular ELM. 

Better forecasting rates were obtained using Radial Basis Function - Extreme Learning Machine 

(RBF-ELM). 

S. Revathy et al [23] presented a prediction algorithm that can predict CKD at an early stage using 

a Decision tree, Random Forest, and Support vector machine (SVM) machine learning models. 

Among them, Random Forest has the best accuracy of 99.16%. 

Parul Sinha et al [24] predicted CKD using SVM and KNN machine learning algorithms. KNN 

performed better than SVM in their study with an accuracy of 78.75%. 
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2.3 Comparative Analysis and Summary 

We have evaluated some earlier works which can relate to our study. We compared the outcomes 

to know which algorithms give us a better result. In those papers SVM, KNN, Random Forest, 

Decision Tree, ELM, Multiclass Decision Jungle, Multiclass Decision Forest, Multiclass Neural 

Network, Multiclass Logistic Regression, Artificial Neural Network, and Naive Bayes are used 

to build their model. In this section, we'll compare previous attempts side by side. The 

comparison is shown in Table 2.1. 

Table 2.1: Comparative analysis of existing Articles 

Work Title Best Algorithm Best Accuracy 

XGBoost Model for Chronic Kidney 

Disease Diagnosis 

XGBoost 98.7% 

Clinical decision support system for 

diagnosis and management of Chronic 

Renal Failure 

Decision Tree 92.2% 

A method to predict diagnostic codes for 

chronic diseases using machine learning 

techniques 

AdaBoost 88.66% 

Chronic Kidney Disease Prediction using 

Machine Learning Models 

Random Forest 99.16%. 

Comparative Study of Chronic Kidney 

Disease Prediction using KNN and SVM 

Support vector machine 78.75% 

Evaluation of Kernel-Based Extreme 

Learning Machine Performance for 

Prediction of Chronic Kidney Disease 

Radial Basis Function - 

Extreme Learning Machine 

99.38% 
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2.4 Scope of the Problem 

After evaluating and studying other works and sources we have found that some of the models are 

effectively able to predict CKD's early stages. Some of the studies provide various information 

about the diagnosis of CKD patients. S. W. Ong et al [5] integrated a Smartphone–Based Self–

Management System into the Usual Care of Advanced CKD. But it was not implemented. So, there 

is no whole system on which CKD patients can rely. There is no system where the user can predict 

whether someone has CKD or not, the stage of CKD, diagnosis module, meal recommendation, or 

AI-based inquiry system. 

 

 

2.5 Challenges 

❖ Complexity of the disease: CKD is a complex disease and it is difficult to predict its course 

and management. 

❖ User-friendliness: The system must be easy to use so that patients and healthcare providers 

can use it effectively. 

❖ Accessibility: Accessibility to the system must be ensured to ensure its effective use. 

❖ Technology: In order for the CKD management system to be effective, it must be equipped 

with the latest technology for analysis, prediction, and management. This requires 

substantial investment and expertise to ensure that the system remains up-to-date and 

effective. 

❖ Regulatory challenges: Privacy, data security, and ethical considerations are all important 

challenges when implementing a system of this scale, and require thoughtful consideration 

of applicable regulations and laws. 

❖ Patient engagement: Collecting and analyzing healthcare data on a national scale is a 

daunting task, especially when it comes to patient engagement. It is important to ensure 

that patients are aware and engaging with the system while still protecting their privacy 

and security. 
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❖ Interoperability: Interoperability between different systems and components of the CKD 

prediction and management system is essential for its successful functioning. However, 

achieving interoperability between different systems is a major challenge. 

❖ User Interface: Developing a user-friendly interface for the CKD prediction and 

management system is a challenge. The interface must be simple and intuitive so that users 

can easily access the system and understand its features. 
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CHAPTER 3 

Research Methodology 

 

3.1 Research Subject and Instrumentation 

In our study, we intend to create a model that can predict whether a person has chronic kidney 

disease or not. We used a dataset from Kaggle to create this model. In machine learning algorithms, 

there are two ways to create a model. Machine learning is classified into two types: Supervised 

learning and unsupervised learning. We have used supervised learning to create our model. We 

have provided input as well as output data to train our model. Various classification models are 

used to tackle classification problems in supervised learning. Our study is concerned with the 

binary classification problem. As a result, we shall employ certain classification algorithms that 

work well and provide high accuracy with text data. We will employ XGBoost, Extra Trees 

Classifier, KNN, Ada Boost Classifier, Random Forest Classifier, Decision Tree Classifier, 

Gradient Boosting Classifier, and Stochastic Gradient Boosting models in our study. In the 

upcoming proposed methodology section, we will discuss all of the algorithms, how it works and 

which algorithms perform very well in our dataset. After that, we need to evaluate our model based 

on some criteria like precision, recall, and f1-score. We will briefly discuss all terms in the 

proposed methodology section. 
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Figure 3.1: Work Procedure of Proposed Model 

3.2 Data Collection Procedure 

We have collected our data set from an online platform named Kaggle. In this dataset, there is 

a total of 400 entries. This dataset contains two specification classes, ckd (indicate by 0 in figure 

3.2) and notckd (indicate by 1 in figure 3.2). There are 250 entries with chronic kidney disease. 
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Another 150 people aren’t affected by chronic kidney disease. The ratio of our specification 

class is given below. 

 

Figure 3.2: Class variables of the Dataset 

3.3 Data Pre-processing 

We can’t use raw text input in our classification model. The raw text file contains letters and 

symbols which is not appropriate to create a classification model from the dataset. These 

inappropriate letters or characters can downgrade the accuracy of our classification model. 

Besides in datasets, empty or dummy entries can be seen. We also find several empty values in 

our dataset. So, this dataset is useable to create a classification model. Even if we manage to 

construct the model, the result will be much below our expectations. Either we have to fill up 

the empty values with fitting values or we have to delete the entire row. Here we have used the 

first method. We have filled up the empty values with appropriate values.   

If we talk more specifically, after analyzing the dataset we have found some columns are in 

object type. We have changed them into numerical data types. Then we searched for empty 
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values. As this dataset contains empty values, we have to fill up them with values. To do this 

we have to do some steps. We have categorized the values of the categorical columns. After 

categorizing, we found incorrect values. We have replaced them with correct values and tried 

to keep the variety of values as minimum as possible.  

In our dataset, excluding class variables, there are 25 variables. For better shape of our dataset, 

we have dropped some variables from the dataset based on dependencies. We have figured out 

the correlation between the variables by generating a heatmap. The dropped variables have less 

impact on the classification model compared to other variables. The less column we have the 

more user-friendly the dataset is.  

After sorting the dataset, we filled in the null values. We have used two methods to fill up the 

null values. For higher null values we have used random sampling. On the other hand, for lower 

null values, we have used mean-mode sampling. 

After handling all the missing values, we have done categorical feature encoding. We encode 

categorical data into numerical because math is generally performed using numbers. For this 

reason, our algorithms cannot run and process data if data are not in numerical form. That’s 

why had to encode categorical data into numbers. As all of our categorical columns has only 2 

categorical values, we have used label encoder to convert categorical data to numerical data.  

At this point, we are set to feature selection and model building. Feature selection method is 

implemented to reduce the number of input variables by eliminating redundant and irrelevant 

features.  We have used sklearn for feature selection. 

3.4 Statistical Analysis 

We have used a dataset of CKD patients from Kaggle which contains 400 records and 26 

variables. Among 400 entries, 250 people have Chronic Kidney Disease. Another 150 doesn’t 

contain Chronic Kidney Disease. So, our class variable contains two categorical values. 

Excluding class variable and id among other 24 variables, 14 variables are numerical (figure – 

3.4.1) and other 10 are categorical (figure – 3.4.2). 
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Numerical variables contain only numbers. This number can be whole number or any fractional 

numbers.  

 

Figure – 3.4.1: Distribution of Numerical Variables 

Unlike numerical variables, categorical variables don’t contain number values. Instead of 

numbers categorical variables contain text data.  
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Figure – 3.4.2: Categorical Variables 

We have generated heatmap of our dataset (figure – 3.4.3). Heatmap allow us to visualize the 

correlation between variables. Which helps us to analyze dataset and remove variables which 

has less impact on classification.  
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Figure – 3.4.3: Heatmap 

After preprocessing of data, we have performed feature selection. Then we analyzed the score 

of feature selection. 

 

Figure – 3.4.4: Feature Selection Score 
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3.5 Applied Algorithm 

In the next part, we built our model. As our work contains both input and output information 

to create a classifier model, we must employ a supervised approach. To build our model we 

have used 8 different machine-learning classification algorithms. XGBoost, Extra Trees 

Classifier, KNN, Ada Boost Classifier, Random Forest Classifier, Decision Tree Classifier, 

Gradient Boosting Classifier, and Stochastic Gradient Boosting are used to prepare our 

classification model. We separated our data into two parts: training samples and test samples. 

We took 80% data for training and 20% for testing.  

3.5.1 Extreme Gradient Boosting 

XGBoost is a machine learning system based on decision trees that use gradient boosting 

techniques. This technique can accurately predate data when the data is unstructured, such as 

text or image data [25]. This approach is commonly utilized to solve regression and 

classification problems. In our categorization task, our method successfully anticipated the 

outcome. This classifier predicted with a high degree of accuracy 95%. 

3.5.2 Extra Tree 

Extra Tree Classifier is a decision tree-based ensemble learning algorithm that is used for both 

classification and regression. It works by randomly selecting a set of features to be used for 

splitting the data, and then using those features to create a decision tree. Extra Tree Classifier 

is considered an improvement on the traditional decision tree model as it is more accurate and 

robust than the standard decision tree approach. The algorithm is also less prone to overfitting, 

which is one of the main issues with decision trees. It predicted the outcome with 95% 

accuracy for our dataset. 

3.5.3 Gradient Boosting 

A greedy method that may quickly overcome training data is gradient enhancement. Gradient 

Boosting may be utilized as a continuous prediction model as well as a categorical prediction 

model [26]. The model accurately predicts the classes with an accuracy of 95%. 
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3.5.4 K-Nearest Neighbor (KNN) 

The K-nearest neighbor approach is a popular classification algorithm. It's also utilized to 

solve regression difficulties. It operates by computing the distance between one or more 

independent variables and the dependent variables (our predicted result) (our features). This 

method forms a group by using comparable data points, which signifies which data point is 

closest to the predicted conclusion [29]. It determines how much data it takes to build a group 

based on the value of k (neighbors' numbers). In this instance, k has a value of 3. This method 

does not anticipate the outcome; instead, it memorizes the formed groups and compares the 

test data to those categories to determine an outcome. As a result, displaying the desired 

conclusion takes time. As a result, this technique is also known as a non-parametric and 

sluggish algorithm. However, for our dataset, it works admirably, with an accuracy of 95%. 

3.5.5 Ada Boost 

AdaBoost (Adaptive Boosting) is a boosting technique that is used to combine several weak 

classifiers into a strong classifier. The output of the weak classifiers is combined into a 

weighted sum to produce the final output. AdaBoost iteratively creates weak classifiers which 

are then combined to form a strong classifier. Each classifier is assigned a weight which is 

used to update the weights of the observation. AdaBoost is best used for binary classification 

problems, however, there are multi-class versions [30]. It is one of the most popular boosting 

techniques and is used for many applications including face recognition, computer vision, and 

classifying people using genetic markers. The accuracy of the Ada Boost Classifier in our 

datasets is 96.25% which is the maximum among all. 

3.5.6 Random Forest 

Random forests are a machine-learning approach for solving regression and classification 

issues. These methods divide the dataset into numerous pieces and generate several decision 

trees [28]. It makes a judgment or predicts the output based on the conclusion of the decision 

trees with the highest chance of occurrences. It predicted the outcome with 95% accuracy for 

our dataset. 
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3.5.7 Decision Tree 

Both regression and classification issues are solved using decision trees. Decision Tree also 

works with categorical and continuous I/O (input/output) variables. If the goal of this method 

is to create a tree, this is the technique to take [27]. Decision Tree is a tree in which each 

internal node corresponds to a characteristic. value and the leaf node indicate a decision. For 

classification problems, the Decision Tree produces high-accuracy output. It works well in 

our dataset and has a maximum accuracy of 96.25% which is the same as the Ada Boost 

Classifier. 

3.5.8 Stochastic Gradient Boosting 

Friedman suggested a small change to the algorithm shortly after gradient boosting was 

introduced. He was inspired by Breiman's bootstrap aggregation "bagging" technique. He 

specifically suggested that a base learner be fitted on a subsample of the training set chosen 

at random without replacement at each iteration of the algorithm. Friedman found that this 

change significantly increased the accuracy of gradient boosting. The subsample size is some 

fixed percentage f of the training set's size. The algorithm is deterministic and identical to the 

one previously described for f = 1. Smaller values serve as a type of regularization by 

introducing randomness into the process and assisting in preventing overfitting. Because 

regression trees must be fitted to fewer datasets with each iteration, the process also becomes 

faster. Friedman obtained that 0.5Subsampling also enables one to establish an out-of-bag 

error of the prediction performance increase by evaluating predictions on those observations 

which were not used in the construction of the subsequent base learner. Out-of-bag estimates 

assist in avoiding the requirement for a separate validation dataset, but frequently overestimate 

real performance improvement and the ideal number of iterations [31]. Stochastic Gradient 

Boosting works in our dataset with accuracy of 95%. 

3.6 Implementation Requirements 

To perform the complete job, we need a high-end PC with high GPU, processor and RAM. As 

we mount our task on Google Colab, it will provide some extra RAM and Space. So, an average 

PC can perform our task with the help of Google Colab. All required tools are given bellow: 
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3.6.1 Hardware & Accessories 

• Intel Core i3 8th gen or higher 

• 8 GB (+4GB by Colab) RAM or Higher 

• 512 GB HDD 

• High-Speed Internet connection 

3.6.2 Software, Language & Tools 

• Windows 11 

• Python 3.9 

• Google Colab 

• Browser (Edge/Chrome) 
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CHAPTER 4 

EXPERIMENTAL RESULT AND DISCUSSION 

4.1 Experimental Setup 

The proposed methodology was used as the reference to set up the experiment. Data 

collection, data preprocessing, feature selection, Machine Learning models for classification, 

all steps were completed. 

For this task, we have used a personal computer that is built with AMD Ryzen 5 2400G 

processor, 8 GB RAM, 1 TB storage, 1 GB integrated GPU and Windows 11 Pro 64-bit 

operating system.   

4.2 Experimental Results & Analysis 

We have employed different methods in this research and analyzed them in great depth. Now 

in this section, we will discuss about the outcomes of various Machine Learning Algorithms.  

Performance of any algorithm measured by some parameters. Accuracy is one of them. 

Accuracy is defined by the proportion of correct predictions divided by total prediction. 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑪𝒐𝒓𝒓𝒆𝒄𝒕 𝑷𝒓𝒆𝒅𝒊𝒄𝒕𝒊𝒐𝒏

𝐓𝐨𝐭𝐚𝐥 𝐏𝐫𝐞𝐝𝐢𝐜𝐭𝐢𝐨𝐧
 𝑿 𝟏𝟎𝟎% 

Different algorithm uses different methods. As a result, we can see differences between one’s 

accuracy to another. Different algorithms deliver different accuracy on different datasets. 

Algorithms used on our dataset and their accuracy are given below: 

Table 4.1: Accuracy of Algorithms 

Model Name Accuracy 

Decision Tree 96.25% 

Ada Boost 96.25% 
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KNN 95% 

Random Forest 95% 

Gradient Boosting 95% 

Stochastic Gradient Boosting 95% 

XGBoost 95% 

Extra Tree 95% 

The proportion of true positives to the total number of genuine positive pulse false positives is 

the definition of precision. the share of actual results among all favorable outcomes that the 

model accurately predicted. It is typically employed to retrieve data. 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞

𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞 + 𝐓𝐫𝐮𝐞 𝐍𝐞𝐠𝐚𝐭𝐢𝐯𝐞
 𝑿 𝟏𝟎𝟎% 

Recall is determined by comparing the proportion of true positives to true positives to false 

negatives. It serves as a gauge for the model's thoroughness. 

𝑹𝒆𝒄𝒂𝒍𝒍 =
𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞

𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞 + 𝐅𝐚𝐥𝐬𝐞 𝐍𝐞𝐠𝐚𝐭𝐢𝐯𝐞
 𝑿 𝟏𝟎𝟎% 

F-score, also known as the F1-score, is a measure of a model's accuracy that combines precision 

and recall. It is calculated as the harmonic mean of precision and recall, where precision is the 

proportion of true positives from all positive predictions, and recall is the proportion of true 

positives from all actual positives. The F-score ranges from 0 to 1, with a higher score indicating 

better performance [32]. 

𝑭𝟏 𝑺𝒄𝒐𝒓𝒆 =
𝟐 𝐗 𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 𝐗 𝐑𝐞𝐜𝐚𝐥𝐥

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 + 𝐑𝐞𝐜𝐚𝐥𝐥
 𝑿 𝟏𝟎𝟎% 
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Table 4.2: Performance measure of proposed model 

Model Name Classification Precision (%) Recall (%) F1 Score (%) 

Decision Tree True 96 98 97 

False 96 93 95 

Ada Boost True 95 100 97 

False 100 89 94 

KNN True 96 96 96 

False 93 93 93 

Random Forest True 93 100 96 

False 100 86 92 

Gradient Boosting True 93 100 96 

False 100 86 92 

Stochastic Gradient 

Boosting 

True 93 100 96 

False 100 86 92 

XGBoost True 93 100 96 

False 100 86 92 

Extra Tree True 94 98 96 

False 96 89 93 
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4.2.3 Macro and Weighted Average 

When calculating loss, macro approximation assigns identical values to every projected result; 

however, if data are inequitably allocated and users want to give a few predictions weight age, 

they employ a "weighted" average. 

Table 4.3: Macro Average 

Model Name Precision (%) Recall (%) F1 Score (%) 

Decision Tree 97 95 96 

Ada Boost 97 95 96 

KNN 95 95 95 

Random Forest 96 93 94 

Gradient Boosting 96 93 94 

Stochastic Gradient Boosting 96 93 94 

XGBoost 96 93 94 

Extra Tree 95 94 94 
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Table 4.4: Weighted Average 

Model Name Precision (%) Recall (%) F1 Score (%) 

Decision Tree 96 96 96 

Ada Boost 96 96 96 

KNN 95 95 95 

Random Forest 95 95 95 

Gradient Boosting 95 95 95 

Stochastic Gradient Boosting 95 95 95 

XGBoost 95 95 95 

Extra Tree 95 95 95 
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4.2.4 Confusion Matrix 

A confusion matrix is a table that is often used to evaluate the performance of a classification 

model (or "classifier") where the input is a set of predictions and the true values, and it displays 

the number of correct and incorrect classifications. It is a way of summarizing the performance 

of a classifier and understanding where it makes mistakes.

   

 

Figure 4.3.1: Confusion Matrix of 

Ada Boost 

Figure 4.3.2: Confusion Matrix of 

Decision Tree 
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Figure 4.3.4: Confusion Matrix of 

Gradient Boosting 

Figure 4.3.3: Confusion Matrix of 

Extra Trees 

Figure 4.3.6: Confusion Matrix of 

Random Forest 

Figure 4.3.5: Confusion Matrix of 

KNN 
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4.2.5 ROC Curve 

The ROC curve is a diagram that displays how well a classification method performed across 

all categorization levels. Two parameters are shown on this curve, one is TPR and other is FPR. 

ROC curve is generated by plotting True Positive Rate (TPR) against False Positive Rate (FPR) 

at various threshold setting. Below we show graphical views of all algorithms ROC curve. 

Figure 4.3.7: Confusion Matrix of 

Stochastic Gradient Boosting 
Figure 4.3.8: Confusion Matrix of 

XgBoost 



32 
 

©Daffodil International University 
 

   

 

   

 

 

Figure 4.3.4: ROC Curve of 

Gradient Boosting 

Figure 4.3.3: ROC Curve of Extra 

Trees 

Figure 4.3.1: ROC Curve of Ada 

Boost 

Figure 4.3.2 ROC Curve of 

Decision Tree 
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4.3 Discussion 

In this work, we have used several machine-learning classifiers to predict Chronic Kidney 

Disease. By preprocessing technique, we have cleaned our data so that the model can work 

more efficiently and gives us a better result. We have visualsized Confusion matrix, heatmap, 

and ROC curve for better understanding. We have measured accuracy, precision, recall, f1 

score, and also macro and weighted average scores of all the models. After all, we have tested 

some CKD and Non-CKD data for enquiring whether the algorithms are working accurately. 

After all, it can be said that the result is at a satisfactory level. 

Figure 4.3.7: ROC Curve of 

Stochastic Gradient Boosting 

Figure 4.3.8: ROC Curve of 

XgBoost 

Figure 4.3.6: ROC Curve of 

Random Forest 

Figure 4.3.5: ROC Curve of KNN 
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CHAPTER 5 

Impact on Society, Environment and Sustainability 

 

5.1 Impact on Society 

The potential impact of Chronic Kidney Disease (CKD) Management System on society is 

immense. Firstly, it can increase access to care and help reduce the burden of this disease. With 

the early detection and proper treatments, the quality of life for those affected by CKD would 

improve significantly. This could result in reducing the mortality rate for those suffering from 

CKD, potentially saving many lives. 

 

Additionally, prevention and early diagnosis of CKD could potentially save billions of dollars in 

healthcare costs associated with treating this condition. Early diagnosis of CKD could reduce or 

eliminate the need for dialysis and associated costs, which would have an impact not only on the 

individual and their families but also on society in general. 

 

Finally, the CKD Management System has the potential to reach out to vulnerable communities 

that lack access to healthcare services. By identifying those at risk, and reaching out to them with 

care, education, and awareness, we can address the detrimental impact of CKD in communities 

that are disproportionally affected by it. 

 

5.2 Impact on Environment 

The impact of a Chronic Kidney Disease Management System on the environment is likely to be 

minimal. If implemented correctly, the system should help to reduce water and energy 

consumption, reduce the number of medications and other treatments necessary, and ultimately 

improve the health of those with the condition. In addition, the system should help to reduce the 

amount of waste generated by medical facilities and labs associated with chronic kidney disease 

identification and treatment. These reductions could result in lower levels of water and air pollution 

which in turn would help to preserve the environment. 
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5.3 Ethical Aspects 

The ethical aspects of a chronic kidney disease management system have to do with ensuring the 

privacy and confidentiality of patient data, ensuring that the decisions made by the system are 

based on reliable and valid data, providing resources so that patients can make informed decisions, 

protecting the health and safety of patients, and respecting the autonomy of patients. Furthermore, 

the ethical considerations associated with such a system should include the equitable distribution 

of resources, which is the equitable and responsible use of available resources for the benefit of all 

patients. Additionally, ethical considerations should be taken into account when designing and 

implementing the system, for example, focusing on reducing medical errors and protecting patients 

from potential harm. Furthermore, any potential conflicts between the interests of healthcare 

providers and those of the patient should be taken into account in order to protect the patient's best 

interests. Finally, ethical considerations should also be taken into account when selecting and 

evaluating treatment options, to ensure that they are consistent with established ethical principles. 

 

5.4 Sustainability Plan 

❖ Develop a freely available open-source environment for the chronic kidney disease 

management system to increase its usability and promote teamwork. 

❖ The chronic kidney disease management system should be integrated with other existing 

healthcare systems to ensure seamless communication and data sharing between healthcare 

providers. This will ensure that all healthcare providers have access to the same 

information and can collaborate more effectively on the patient’s care. 

❖ Utilize an automated testing platform to validate accuracy and reliability.  

❖ Design data collection protocols to ensure the system is not collecting sensitive data 

without user consent.  

❖ Ensure the system is secure and resilient to attack.  

❖ Incorporate feedback loops to ensure the system is always learning and improving.  

❖ Develop a comprehensive user interface to ensure ease of use for all users. 

❖ Establish a maintenance plan to ensure the system is regularly updated.  

❖ Regularly audit the system for any potential vulnerabilities or errors. 
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Chapter 6 

Summary, Conclusion, Recommendation and Implication for Future 

Research 

6.1 Summary of the study 

The study aims to develop an automated system to predict CKD, identify the stage of CKD, find 

out the probability of CKD, predict CKD progression and manage Chronic Kidney Disease (CKD). 

The study proposes a machine learning-based system using supervised learning algorithms to 

predict the onset of CKD accurately. The system is designed to use a combination of patient data, 

such as age, gender, ethnicity, family history, lifestyle, and laboratory test results, to predict and 

find the probability of the onset of CKD. In addition, the system is designed to provide 

personalized recommendations for lifestyle modifications and all the relevant information related 

to CKD such as symptoms, risk factors, causes, nutrition, diagnosis and testing, and treatments 

and to create awareness about CKD. The study also proposes using interactive visualizations to 

help patients understand their condition and make informed decisions about their health. The study 

also outlines a procedure for validating the accuracy of the system and provides recommendations 

for further development. 

 

6.2 Conclusion 

This study of CKD management system using machine learning has demonstrated that it is possible 

to create an automated system for predicting, diagnosing, and managing Chronic Kidney Disease 

(CKD). The system is able to accurately detect stages of CKD, find the probability of CKD from 

a variety of laboratory tests, as well as predict the progression of the disease. Furthermore, the 

system is capable of providing personalized management plans to help slow the progression of 

CKD, including lifestyle changes and other treatments.  
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Figure 6.1: Homepage 

Figure 6.2: CKD Prediction(positive)   Figure 6.3: CKD Prediction(Negative) 
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Figure 6.4: GFR Calculator Section  Figure 6.5: Finding GFR and CKD Stage Using MDRD 

Equation  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.6: Finding GFR and CKD Stage Using CKD-

EPI Equation 

Figure 6.7: Find GFR and CKD Stage Using Cystatin 

Equation 
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Figure 6.8: Find GFR and CKD Stage Using Cystatin 

Equation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.10: Probability of CKD 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.11: Progression of CKD  

 

Figure 6.12: Symptoms of CKD (Information-based feature) 
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Figure 6.13: Risk Factors of CKD(Information-based 

feature) 

 

Figure 6.14: Causes of CKD(Information-based feature) 

 

 

Figure 6.15: Diagnosis of CKD(Information-based 

feature) 

 

 

Figure 6.16: Treatments of CKD(Information-based feature) 
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Figure 6.17: Recipies&Nutrition of CKD(Information-

based feature) 

 

Figure 6.18: Awareness about CKD(Information-based 

feature) 

 

With the successful development of this system, it is likely that CKD can be managed more 

effectively and efficiently in the future. However, it is essential to perform further research and 

validate the outcomes of this study in a larger and more diverse population.  

 

6.3 Implication for Further Study 

Further study is needed to develop a comprehensive and effective CKD management system that 

incorporates the latest evidence-based guidelines and technologies. Such a system should be 

designed to provide personalized care to patients, facilitate communication between healthcare 

providers, and enable patient self-management. Additionally, the system should be tailored to the 

needs of different clinical settings and patient populations. The system should also facilitate the 

integration of data from different sources, such as electronic health records, laboratory tests, and 

medical imaging, to provide a comprehensive view of patient health. Finally, further research 

should be conducted to evaluate the effectiveness of the proposed CKD management system in 

improving patient outcomes. 
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