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ABSTRACT 

 
 

Machine learning is a limb of artificial intelligence (AI) and information technology. 

Supervised machine learning is a subcategory of artificial intelligence and also the machine 

learning which is branch of (AI). The supervised learning always utilizes on labeled data that 

can train algorithm to accurately predict the results and classify data. Now a days day by day 

technology is more positive and negative also. In that the negativity one is spam mail which is 

under phishing and this can be recover with machine learning algorithms because it provides a 

perfect test result for detect spam mail. The goal of this study case that here describes the way 

that detect spam mail through the algorithms and applying them visually. Here we preferred 

Logistic Regression (LR), Support Vector Machine (SVM), Naïve Bayes (NB), Random Forest 

(RF) algorithms. Then after testing Support Vector Machine (SVM), Logistic Regression (LR), 

Naïve Bayes these all algorithm gives this accuracy frequently 98 %, 96% and 0%. The rest of 

one algorithm is discuss with figures. After testing data Support Vector Algorithm gives highest 

accuracy which is 98% 
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CHAPTER 1 

INTRODUCTION

1.1 Introduction 

Spam mail is a branch of phishing. Spam mail problem is the smallest field of phishing. 

Phishing is what that steal data or information by spreading fake links or URL via mails, text 

messages. Spam mail is known as mail spam, junk mail, spam and so on. All of the email users 

are definitely face this spam message problem. There is no way to detect through normal 

visualization. Detect spam mail messages is positively dangerous to manage. The worldwide 

of the report basis on January 2021 there are 122.33 (billions) spam emails along the number 

of 144.76 (billion). As the worldwide report in 2022 there are 333.22 billion mails are sent per 

day and between them approximately 88.9 billion messages are spam. This spam emails are 

harmful for the device users and also for the devices. 

Machine learning is a field that can help to detect the spam messages by using algorithm with 

99.9 % accuracy. Machine learning is a part of artificial intelligence where supervised machine 

learning contain labeled dataset. Actually, supervise machine learning algorithm can assist us 

to free from spam messages. There comes to many innominate messages through spam 

messages which target was to attract the users to catch them in net and takes all secret 

information of the users. So, there is nothing but also apply machine learning algorithms to 

detect the worldwide problem – spam mail problems. There have so perfect algorithms to 

prevent this problem of this [1]. 

 

 

 

Figure 1.1: Common Email Spam File Type 

 

 

 

 

 

 

 

 

1 
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According to this figure 1.1 here shown that 94% spam is come from delivered via mail which 

is the big portion agent of delivered spam emails and the rest of only 6% came from another 

root. 

In this study, we proposed a scheme which based on machine learning Support Vector Machine 

(SVM), Logistic Regression (LR) model to detect spam email with a good accuracy. Beside 

this Naïve Bayes, Random Forest (RN) also apply here different way. Our study is capable of 

reducing spam email to provide good accuracy with effective workflow diagram. Due to detect 

spam messages we able to detect it approach with labeled data with operative algorithm models 

[2]. 

 

 

 
Figure 1.1.2: Simple Spam Mail Detection Method 

 

Acording this paper, here discuss how to prevent spam email problem use with different 

algorithm. As a result, we easily got a conclusion of detecting spam mail messages by sorting 

collecting dataset via implement machine learning classification algorithms because it can be 

predicted emails which is spam or not. Of course, data pre-processing is very weighty to 

workout good with algorithms. 
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1.2 Motivation 
 

Machine learning is a system that work on datasets, some are labeled or some unlabeled data. 

In this paper applying Supervised Machine Learning. Supervised Machine Learning is 

subdivision of machine learning. By using supervised learning algorithm can be train the 

datasets as well they predict from dataset also. It turns datasets into factual. It works on labeled 

data by choosing model. Labeled data means (text files, images and so on). Then fit the model. 

After evaluate the model find out the perfect prediction with accuracy. In point of fact, going 

to this method we invent a desire outcome and the best approximates between training and 

testing data. For this work we conduct extensive length of Supervised Machine Learning 

labeled data implement with preferred Logistic Regression (LR), Support Vector Machine 

(SVM), Naïve Bayes, Random Forest algorithms. By using this we detect spam messages from 

raw mails with 98% best accuracy [3] [4] [5] [6]. 

One motivation for using supervised learning for spam email detection is that it can be more 

effective than other methods, such as rule-based approaches or simple heuristics. Supervised 

learning algorithms can learn complex patterns in the data and make more accurate predictions 

as a result. Additionally, supervised learning models can be fine-tuned and improved over time 

as more data becomes available. 

1.3 Objective 
 

For problem solving machine learning one of the best methods. Supervised Machine Learning 

is a class of machine learning which helps to filtering mails in various categories like spam 

mail message. Then train the dataset (dataset must be labeled data) through the effective models 

and able to determine to found this message spam or ham message. It is the mainly goal of 

supervised machine learning. This detection is possible to applying machine learning. 

1.4 Research Questions 

 
▪ How can we collect dataset? 

▪ Which machine learning model used in this experiment? 

▪ What is the procedure of data pre-processing? 

▪ Which method perform well in this case? 

▪ What is the entrance to detecting spam email? 

▪ Which algorithm is better for detecting spam email? 

▪ What is the accuracy of best proposed model? 
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1.5 Expected Outcomes 

 
In this paper, the expected outcome of spam mail detection by using supervised learning is that 

the model will be able to accurately classify emails as either spam or non-spam based on its 

training data. The model will be able to identify patterns and features that are commonly 

associated with spam emails, and use this information to make predictions about the likelihood 

that a given email is spam. The accuracy of the model will depend on the quality of the training 

data and the effectiveness of the chosen supervised learning algorithm. We apply machine 

learning approaches to detect spam email. By using models, we find perfect result with high 

accuracy via predict from datasets to detect spam email. The outcomes of these algorithms have 

then been compared in terms of accuracy, error rate, precision, and recall for a perfect report. 
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CHAPTER 2 

BACKGROUND 

2.1 Introduction 

Spam mail detection is applying with machine learning technique. For spam messages we 

construct data from Kaggle raw mail data for our newly experiment. The main motive of our 

paper is to detect spam messages to embed with algorithm models with prediction high 

accuracy for better perform. We execute here some new formula for best model work with 

outcomes. Then we research some earlier work to relate with our proposed plan and so on. 

 

 

 
Figure 2.1: Common Email Spam 
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2.2 Related Work 

Author Junaid Rashid, proposed different spam phishing by applying algorithm of machine 

learning. Support vector machine classifier, performance is best of 95.66% of spam phishing 

the proposed method exhibits results when range of standard spam phishing datasets. The 

proposal of paper there used SVM 95.66% accuracy and gives very low false-positive value. 

The new proposed method can detect spam phishing sites by applying machine learning method 

[7]. 

 
Noor Faisal Abedin, he arranged to collect data of a user without consent through emails. Via 

spam emails an attacker collect essential information of the user. After studies have discuss 

possible approaches to detect spam phishing. This paper work with three machine learning 

algorithms to detect spam phishing status. The random forest (RN) classifier performed well 

of 97%, a recall 99% and F1 Score is 97%. Proposed model work fast and outcome shows 

perfect as well. After the very good performance in future, they want to again change features 

and improve the accuracy more to pick more perfect dataset than the critical one [1]. 

Author Che-Yu Wu, as spam phishing pages to detect the spam phishing. In this article, they 

propose a detection system which combining the URL. In this they implement Support-vector 

machine model The system is provide high accuracy and low false positive rate detection 

results for spam phishing pages [8]. 

 
Fatima Salahdine, proposed a spam phishing attack detection technique using machine 

learning. Here used 3 models that are trained and tested on the dataset. For each classifier, SVM 

is provide high accuracy. For LR, also give high accuracy is given by corresponding to 

0.4. For ANN, high accuracy is achieved with two hidden layers, In the end, the proposed 

model shows fast and accurate spam phishing attack detection [3]. 

 
Author John Arthur, presents a review of spam phishing detection. This paper discussed and 

applying six algorithm used classification methods of Machine Learning. The Machine 

Learning methods chosen Naïve Bayes (NB), Super Vector Model (SVM), Decision Tree (DT), 

Random Forest (RF), k-means clustering, and ANN. Based on the discussion of the ML 

methods, it is quite hard for them to determine the best one for advantages. In future they 

overcome this problem [6]. 
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Merlin.V. Kunju, the main objective of this paper is to survey of spam phishing and its 

detection. This study here uses also machine learning techniques such as KNN Algorithm, 

Naïve Bayes (NB), Decision Tree (DT), Support Vector Machines (SVM), Neural Network 

(NN) and Random Forest (RF) algorithm for detect spam phishing information. In this research 

also given Comparison table which been prepared to tally the advantages, drawbacks, 

methodologies of the various approaches. By using each technique, they cannot carry a good 

decision so in future to developed this experiment again [2]. 

 
Author Saeed Abu-Nimeh, in paper present study compares Logistic Regression (LR), 

Classification and Regression Trees (CART), Bayesian Additive Regression Trees (BART), 

Support Vector Machines (SVM), Random Forests (RF), and Neural Networks (NNet) for 

detecting phishing emails. The results of future work are to explore more for perfect accuracy 

with this experiment [5]. 

 
Vahid Shahrivari, proposed one of the most successful methods for detecting these Spam 

phishing via Machine Learning. In this paper, they likened the results of multiple machine 

learning methods Logistic Regression (LR), Decision Tree (DT), Support Vector Machine 

(SVM), Ada Boost, Random Forest (RF), Neural Networks (NN), KNN, Gradient Boosting, 

and XG Boost. According to the result very good performance in Random Forest, XG Boost 

both [9]. 

 
Al Maha Abu Zuraiq, review different spam phishing detection approaches which is Content- 

Based, Heuristic-Based, and Fuzzy rule-based approaches. But using all these approaches that 

can’t conclude a perfect approach to be used in detecting spam phishing by using machine 

learning [4]. 

 
Author Sameena Naaz, review that the outcome has been compared with previous work with 

same dataset. The outcomes of these algorithms have been compared of accuracy, error rate, 

precision, and recall. In this paper work different algorithms have been compared on spam 

phishing dataset. Then the Random Forest works better and give very good accuracy, error rate 

[10]. 

 
Mohammed Almseidin, chosen efficiency of the models. Random forest (RF) gives the best 

result of the experiment achievement and the accuracy was 98.11% [11]. 
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Author Neda Abdelhamid, review the purpose of the advantages and disadvantages of ML 

predictive models. As a result, that Covering approach models are more appropriate for spam 

phishing solutions but in the near future they want to apply Super Vector Machine (SVM) for 

detecting this experiment [12] 

 
2.3 Comparative Studies 

Now a days spam phishing email problem increasing that steal all personal information that’s 

why experimental process is help out to detect this problem. After study all relative works then 

some short comparison note is making through the below table 2.1 that what work was done 

and what work or experiment that we’ll provide. 

 
Table 2.1: Comparison between previous relative works 

 
References Title Algorithms Best 

Accuracy 

[7] Phishing Detection Using Machine 

Learning Technique 

SVM 95.66% 

[1] Spam Detection using Machine 

Learning Classification Techniques 

RF 97% 

[8] Phishing Detection System based 

on Machine Learning 

SVM High 

[3] Spam Phishing Attacks Detection 

MachineLearning-Based Approach 

LR, ANN, SVM High 

[6] Review of the machine learning 

methods in the classification of 

phishing attack 

SVM, DT, LR 

ANN, NB 

Not defined 

 
(Future Work) 

[2] Evaluation of Phishing Techniques 

Based on Machine Learning 

SVM, DT, LR 

ANN, NN, RF, NB 

Not defined 

 
(Future Work) 

[5] A Comparison of Machine 

Learning Techniques for Phishing 

Detection 

SVM, LR, CART, 

BART, RF 

Not defined 

 
(Future Work) 

[9] Spam Phishing Detection Using 

Machine Learning Techniques 

XG Boost , RF High 

[4] Review: Phishing Detection 

Approaches 

Content-Based, 

Heuristic-Based, 
and Fuzzy rule 

Not defined 
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   (Future Work) 

[10] Detection of Phishing in Internet 

of Things Using Machine Learning 
Approach 

RF High 

[11] Phishing Detection Based on 

Machine Learning and Feature 
Selection Methods 

RF 98.11% 

[12] A Recent Intelligent Machine 

Learning Comparison based on 

Models Content and Features 

SVM Not defined 

 
(Future Work) 

 

2.4 Research Scope 

In our research, to using Machine learning model by applying methods which gives very good 

accuracy and also the error rate. By using different type of algorithms and classifiers we train 

our model for better outcomes as well. Our purpose is to give better train our model for better 

work to detect the spam email problem. 

 
2.5 Challenges 

 
 

▪ Collecting data. 

▪ Import data 

▪ Data preprocessing and labeled data 

▪ Data collection for research study. 

▪ Getting accuracy above 90%. 

▪ Making a decision based on the results of tests. 
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3.1 Introduction 

CHAPTER 3 

RESEARCH METHODOLOGY 

It is in this; we represent our experiment system or methods that how collect dataset then from 

dataset how we’ll done all steps of our experiment and how we implement all the model for 

the better accuracy and error rate. In this chapter we also proposed model workflow and all 

data work as well. So, for better and easy to get all information that we present all of in this 

chapter. 

 

3.2 Research Subject and Instrumentation 

This research here detects spam message with highest level of good performance as far as 

possible. We use here Supervised Machine Learning with labeled data to run our model. In 

supervised learning, some classification methods are used to run our model better. Logistic 

Regression (LR), Support Vector Machine (SVM), Random Forest (RF) and Naïve Bayes 

method are used in this research. Among all them Support Vector Machine (SVM) and Logistic 

Regression (LR) provide above 90% accuracy. At the end for selecting quality full dataset for 

a best outcome. 

 

3.3 Data Collection 

We collecting dataset for train actually we collect raw data which was reporting on TechVidvan 

website which is study based. Then we find out dataset from Kaggle on email data which 

contain two type email one is spam and another is ham. Ham means good email. Then labeled 

data into x and y. There total 5572 mails among them 747 spam messages and 4825 ham 

messages. After apply our model then we find out some duplicate data that was removed. The 

collecting data graph Table 3.1 is given below. 

 

Table 3.1: Dataset Graph 
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3.4 Statistical Analysis 

We have collected our data from Kaggle. It has 5572 records and 2 columns (ham and spam). 

Category: Ham, Spam 

Messages: 5572 
 

Table 3.2: Information of Mail 

 

 

 

3.5 Data Pre-processing 

 

 

At first, we collect data then label encode data and split into x and y. The dataset has 5572 

amounts of data. Then splitting the data into training and testing data. After train our model at 

the end we find above 90% better outcome. 
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3.6 Proposed Model Workflow 
 

 

 

 
 

 
Figure 3.6.1: Proposed Model Workflow 

 

In Figure 3.6.1 train models are - Logistic Regression (LR), Support Vector Machine (SVM), 

Naïve Bayes (NB), Random Forest (RF). Here at first import dataset then pre-process data. 

After that labeling the data and split into train and test. Do some feature extraction for train our 

model with algorithms. By applying algorithms, it can be detected as spam email and other will 

ham email.  

3.7 Data Insertion 

After select quality data then input the dataset and connect with the software where we 

implement. Then after connecting we see that our data insertion is ok or not. 
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Figure 3.7.1: Data Insertion 

 

3.8 Split Data 

Whenever data insertion is complete then we split the dataset into two parts one is training 

dataset and another is testing dataset which contain x and y. Training dataset is the raw data 

which we find from our main dataset and test dataset is the minor dataset that conduct to test 

our model. 

 
3.9 Machine Learning Model 

Machine learning algorithms (Supervised Machine Learning) used in text classification, 

detection, image filtering and so on. Using this machine learning algorithms technique, we 

detect spam email from the ham messages. In this experiment we preferred Logistic Regression 

(LR), Support Vector Machine (SVM), Naïve Bayes (NB), Random Forest (RF) algorithms 

models to detect spam mails from raw or ham mails. 
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3.9.1 Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a classifier of Machine Learning. It is supervised learning 

classifier and also contain labeled data. SVMs are mainly utilized handwriting recognition, 

image detection, face detection, email classification, gene classification, and so on. There are 

two types of (SVM). SVM can handle both linear and non-linear data as well. SVM have 

effective at high altitudes. 

 
 

 
Figure 3.9.1.1: Model of SVM 

 

 

 

3.9.2 Logistic Regression (LR) 
 

Logistic Regression (LR) is Supervised Machine Learning which contain labeled data. (LR) 

predict the probability, or calculate the outcome yes, no; truth, false so on. It can predict 

whether or not an email is a spam, detect image, text detect and many other. 
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3.9.3 Naïve Bayes (NB) 

Figure 3.9.2.2: Model of LR 

Naïve Bayes (NB) is a machine learning model utilize on large amounts of labeled data. It is 

simple algorithm use in Bayes rule. It calculates the probability of each class and then pick one 

with the highest probability. 

 

 

 
 

3.9.4 Random Forest (RF) 

Figure 3.9.3.3 Model of NB 

Random Forest (RF) is supervised machine learning algorithm with labeled data to solving all 

regression problems. It is the match with decision trees. 
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Figure 3.9.4.4 Model of RF 

 

3.10 Implementation Requirements 

We use some hardware, software and some developing tools for our experiment. 

 
 

Hardware, Software requirement – 

▪ Operating System (Windows 7,8,10,11) 

▪ Web Browser (chrome or firebox) 

▪ Ram 4 GB 

▪ Hard drive 500 GB 

▪ Processor intel CORE i3, i5 

 
Developing tools – 

▪ Python 

▪ Colab 

▪ Orange 
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CHAPTER 4 

EXPERIMENTAL RESULTS AND DISCUSSION 

4.1 Introduction 
 

In Chapter 4 we discuss here the experimental result of our proposed data, descriptive analysis 

of the data and the graphical outcome of our models. 

 

4.2 Experimental Results 
 

In this, we proposed here the expected outcomes of our model which use this experiment. We 

use Machine Learning technique use supervised learning with labeled data. Here applying four 

model to detect spam mails from raw mails. Here we preferred Logistic Regression (LR), 

Support Vector Machine (SVM), Naïve Bayes (NB), Random Forest (RF) algorithms. Among 

these Logistic Regression (LR), Support Vector Machine (SVM) perform best than others. The 

accuracy rate of Support Vector Machine (SVM), Logistic Regression (LR) gradually 98.11% 

and 96%. Support Vector Machine (SVM) model make best accuracy which is above 95% then 

gradually Logistic Regression (LR) is 96% accuracy which also above 95% but not best than 

(SVM) as well. Table 4.1 shows the classification report of four classifiers which proposed on 

this model. 

Table 4.1: Report of Proposed Model 

 

Algorithms Accuracy Error Rate 

SVM 98.11% 02.00 

LR 96% 04.00 

NB 0% 0.01 

RF 0% 0.01 
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4.3 Descriptive Analysis 

 
In this paper work, we found the best result is given by Support Vector Machine (SVM) 98% 

accuracy and secondly Logistic Regression (LR) 96% accuracy and best perform than other 

classifiers. All of the classifiers result and outcome are given below. 

Support Vector Machine (SVM) 
 

 

 

Figure 4.3.1: Test Result of SVM 
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Figure 4.3.2: SVM Data Separate 

 

 

Logistic Regression (LR) 

 

 

 

 

Figure 4.3.3: Test Result of LR 
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Figure 4.3.4: Detect email 

 

 

 

Naïve Bayes (NB) 
 
 

 

 
 

Figure 4.3.5: Detect error spam email 
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Random Forest (RF) 

 

 

Figure 4.3.6: Predict from Raw Data 

 

 

 

4.5 Comparison based on accuracy 

 

 
Table 4.4.1: Test accuracy of comparative analysis 
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CHAPTER 5 

CONCLUSION AND FUTURE SCOPE 

 
 

5.1 Conclusion 
 

Spam mail problem has become the major issue that across over the internet security all over 

the world. The pit of spam mail problem is highly increasing gradually through many ways. 

One approach is to use a supervised learning algorithm, where the algorithm is trained on a 

labeled dataset of spam and ham emails. The algorithm can then be used to classify new emails 

as spam or ham. There are several factors that can influence the effectiveness of a supervised 

learning algorithm for spam mail detection. These include the quality and size of the training 

dataset, the choice of features and the type of algorithm used. 

This research presents an overview of detect spam mail problem of our model. We propose 

four classifiers to detect spam mail and select the best one with best accuracy and perfect error 

rate. By applying SVM, our model performs best, beside this the another one LR, is also 

perform good as well. Each accuracy is above 95%. It’s a good sign for our model. 

5.2 Scope for Further Studies 

In future, to detect spam mail is probably going to concentrate on more classifier to implement 

this proposed model. Also try to give best perform from all selected classifier. Spam mail 

detection using machine learning is an active area of research, and there are many potential 

directions that future studies could take. Here are a few examples of potential future studies in 

this area: 

5.2.1 Developing new machine learning models: There is always the possibility of developing 

new machine learning models that are more accurate or efficient at detecting spam emails. 

These models could be based on different types of data, such as text, images, or network 

metadata. 

5.2.2 Improving existing models: Researchers could also focus on improving the performance 

of existing spam detection models, for example by developing more sophisticated feature 

engineering techniques or by incorporating additional types of data into the models. 



©Daffodil International University Page | 23  

5.2.3 Evaluating the effectiveness of different techniques: There may be a need to compare 

the effectiveness of different machine learning techniques for spam detection, in order to 

determine which methods are most effective in different contexts. 

5.2.4 Applying machine learning to new types of spam: As spam evolves and becomes more 

sophisticated, it will be important to develop machine learning techniques that can effectively 

detect these new types of spam. 

5.2.5 Investigating the ethical implications of spam detection: As machine learning 

techniques become more widespread, there may be a need to consider the ethical implications 

of using these techniques for spam detection, such as potential biases in the data or the impact 

on privacy. 
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