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ABSTRACT 

Typhoid fever is a serious and potentially fatal illness that causes a large number of 

deaths each year, particularly in developing countries. Early and accurate diagnosis 

is essential for effective treatment and to prevent the spread of the disease. In this 

study, we used machine learning techniques to develop a predictive model for typhoid 

fever. We used a dataset of 1746 entries and 29 attributes, and applied ten different 

algorithms to the data. Our results showed that machine learning can be effective tools 

for the prediction of typhoid fever, with the XGBoost classifier performing 

particularly well, achieving an accuracy rate of 97.87%. In addition to the XGBoost 

classifier, we also evaluated the performance of several other algorithms, including 

the Random Forest classifier, Extra Trees classifier, and Artificial Neural Network. 

While each of these classifiers performed well, the XGBoost classifier was found to 

be the most effective, with accuracy rates of 97.78% and 97.42% for the Random 

Forest and Extra Trees classifiers, respectively. Overall, our results demonstrate the 

potential of machine learning and ANNs for the prediction of typhoid fever, and 

suggest that these technologies could be useful tools for improving the diagnosis and 

treatment of this disease. Further research will be needed to explore the potential of 

these technologies in more detail, and to identify the most effective approaches for 

their implementation and deployment. 
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CHAPTER 1 

Introduction 

1.1 Introduction 

Typhoid fever is a serious and potentially life-threatening illness caused by the 

bacterium Salmonella Typhi. The bacteria Salmonella serotype Typhi causes the 

illness typhoid, sometimes known as typhoid fever. Typhoid can also spread from 

person to person. Bangladesh is an emerging country, increasing rate of consuming 

food or beverages that have been cleaned in tainted water puts you at risk for 

contracting typhoid fever [1]. Underdeveloped countries are particularly affected by 

it because ignorance is one of its primary causes.  There were approximately 149,000 

fatalities worldwide in 2015. Typhoid affects roughly 6,000 people in the United 

States, and 400 new cases are reported every year [2]. Significant consequences have 

also been felt in Bangladesh as a result. Among many other countries, Bangladesh is 

severely impacted, with 252 cases per 100,000 affected people each year. Children 

under the age of five are substantially more defenseless than adults [3], especially 

those with compromised immune systems]. We evaluated a large number of 

publications for their potential to predict typhoid, but nobody has ever done it just 

based on symptoms prior to a clinical test. 

The ability to predict disease outbreaks can assist build a foundation for early warning 

systems and advance planning. Some prediction models have been trained to forecast 

typhoid fever in order to reach these objectives. A dataset of 1746 entries and 29 

attributes is presented in this research. Ten algorithms were utilized in this prediction. 

Typhoid is predicted using XGB Classifier, Random Forest Classifier, Extra Trees 

Classifier, Artificial Neural Network, etc. Although each classifier performs well. 

With 97.87% accuracy, XGB Classifier outperformed the competition. With accuracy 

rates of 97.78% and 97.42%, Random Forest and Extra Trees Classifier likewise 

performed admirably in this context. We may say that XGB Classifier predicts 

outcomes much faster for that reason. The most effective classifier was 

XGBprognosis, risk prediction, and personalized medicine. In the context of typhoid, 

machine learning and ANNs have the potential to facilitate rapid and accurate 

diagnosis, even in resource-limited settings, and to improve patient management and 

outcomes. 
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By reading the majority of the paper, it is obvious that either machine learning or 

deep learning was used, however in this case, both techniques were used to determine 

which may provide us with greater accuracy. Here, machine learning worked well. 

Here, the uniqueness lies in being able to identify typhoid before testing it in a clinic. 

Our novelty is given below: 

• The study’s goal is to foretell typhoid fever before a clinical trial.  

• The outcome ought to be helpful in developing appropriate preventative strategies 

and policies for controlling this disease that is a public health concern in our 

nation. 

1.2 Motivation 

Typhoid is now spreading at an ever-increasing rate. The motivation for using 

machine learning and ANNs for typhoid diagnosis is clear. These methods have the 

potential to overcome the limitations of traditional diagnostic approaches and to 

improve the accuracy and efficiency of typhoid diagnosis. They can help healthcare 

providers make more informed treatment decisions and reduce the risk of 

complications and death from typhoid fever. In addition, machine learning and ANNs 

may have potential applications in other areas of typhoid management, such as 

identifying risk factors, predicting outbreaks, and developing targeted prevention and 

control strategies. Every year a lot of people die because of it. Most of the people who 

die from typhoid don't know they have malaria because it hasn't been detected in 

them. We want to make it easier for them to tell if they have typhoid or not. Because 

it can have devastating repercussions if it is not recognized and treated at an early 

stage. 

1.3 Rational of the Study 

The rationale for studying the use of machine learning and artificial neural networks 

(ANNs) for typhoid diagnosis is clear. Typhoid fever is a serious and potentially life-

threatening illness caused by the bacterium Salmonella Typhi. It causes a lot of deaths 

each year. Early diagnosis and treatment of typhoid are crucial to prevent 

complications and reduce the risk of death. 

Traditionally, typhoid diagnosis has relied on laboratory tests such as blood culture 

or stool analysis. These methods can be time-consuming and may not always provide 

accurate results, particularly in resource-limited settings where access to laboratory 

facilities and trained personnel may be limited. In addition, these tests may not be 
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sensitive enough to detect subclinical infections, which can be a significant source of 

transmission. 

The lack of reliable and efficient diagnostic methods for typhoid is a major barrier to 

effective typhoid management and control. It can lead to delays in diagnosis and 

treatment, which can increase the risk of complications and death. It can also 

contribute to the spread of typhoid, as infected individuals may not be properly 

isolated and treated. 

The rationale for this study is to contribute to the growing body of knowledge on the 

use of machine learning and ANNs for typhoid diagnosis. By conducting a larger and 

more comprehensive study, we hope to validate and expand upon the findings of 

previous studies and to provide more robust evidence on the effectiveness of these 

methods for typhoid diagnosis. In addition, this study will help to identify any 

potential challenges or limitations of using machine learning and ANNs for typhoid 

diagnosis, and to suggest ways to overcome these challenges. 

Overall, the rationale for studying the use of machine learning and ANNs for typhoid 

diagnosis is strong, given the potential benefits for patient care and public health. If 

proven effective, these methods could be valuable tools for reducing the burden of 

typhoid fever and improving public health outcomes. 

1.4 Research Questions 

The study itself could be the subject of a wide range of queries. An assortment of 

questions was collected from various people in order to condense this study. The 

research question for this study could be: 

"What is the accuracy and efficiency of using machine learning and artificial neural 

networks (ANNs) for typhoid diagnosis?" 

This research question aims to explore the effectiveness of using machine learning 

and ANNs for typhoid diagnosis in a specific population and setting. It considers both 

the accuracy of these methods, which refers to the ability to correctly identify cases 

of typhoid fever, and the efficiency of these methods, which refers to the speed and 

ease of use. By answering this research question, the study aims to provide evidence 

on the potential usefulness of machine learning and ANNs for typhoid diagnosis in 

the specific population and setting being studied.  
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There can be also some question like: 

1. What is the difference between our work vs others? 

2. Machine learning or ANN which performs the best according to dataset? 

3. What is the novelty of ours?  

1.5 Research Objectives 

Prior to a clinical study, our fundamental objective is to create a comprehensive and 

practical approach for forecasting typhoid fever. Many people have this condition, 

but due to a lack of resources and knowledge, they cannot be properly diagnosed. By 

foreseeing typhoid fever before a clinical study, we hope to assist them. our main 

objective is to build a model which can predict whether a person has typhoid or not 

before clinical test. 

1.6 Expected Outcome 

The expected outcome of this study is to provide evidence on the accuracy and 

efficiency of using machine learning and artificial neural networks (ANNs) for 

typhoid diagnosis in a specific population and setting.  

• Based on previous research, it is expected that machine learning and ANNs will be 

able to accurately predict typhoid fever with high sensitivity and specificity. This 

means that the methods should be able to correctly identify cases of typhoid fever 

with a high degree of accuracy, and should have a low rate of false positive or false 

negative results. 

• In addition to accuracy, it is expected that machine learning and ANNs will be 

efficient methods for typhoid diagnosis. This means that they should be able to 

process and analyze data quickly and with minimal effort, and should be easy to use 

by healthcare providers. 

• Overall, the expected outcome of this study is to provide robust evidence on the 

usefulness of machine learning and ANNs for typhoid diagnosis in the specific 

population and setting being studied. If the results of the study support the 

effectiveness of these methods, it is expected that they could be considered as a 

viable option for improving the accuracy and efficiency of typhoid diagnosis, 

particularly in resource-limited settings where traditional diagnostic methods may 

be limited. 
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• It is important to note that the expected outcome of this study is based on the 

assumptions and limitations of the study design and methodology. The actual 

outcome may differ from the expected outcome depending on the specific results of 

the study and the interpretation of these results. 

1.7 Report Layout 

The layout of a research report typically includes several key sections that are 

designed to provide a clear and structured overview of the research project. The paper 

is organized as follows: 

i. Background 

ii. Research Methodology 

iii. Experimental Results and Discussion 

iv. Summary, conclusion, Recommendation and implication for future 

Research 

v. Reference. 
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CHAPTER 2 

Background Study 

2.1 Preliminaries 

Preliminaries refer to the initial steps and preparations that are necessary before 

starting a research study. In the context of a study on the use of machine learning and 

artificial neural networks (ANNs) for typhoid diagnosis, some examples of 

preliminaries might include: 

Defining the research question: This is a crucial step in any research study, as it helps 

to guide the focus and direction of the study. In the context of this study, the research 

question might be something like: "What is the accuracy and efficiency of using 

machine learning and ANNs for typhoid diagnosis in a specific population and 

setting?" It is important to clearly state the research question and to ensure that it is 

specific, measurable, attainable, relevant, and time-bound (SMART). 

Conducting a literature review: A literature review is an important part of any 

research study, as it helps to identify the existing knowledge on a particular topic and 

to identify gaps in the literature. In the context of this study, the literature review 

might involve reviewing previous research on the use of machine learning and ANNs 

for typhoid diagnosis, including the findings and limitations of these studies. This can 

help to inform the design and methods of the current study and to identify areas where 

further research is needed. 

Developing a study design: The study design refers to the specific methods and 

procedures that will be used to collect and analyze data in the study. In the context of 

this study, the study design might include details on the study population (e.g., age, 

sex, location), the data sources (e.g., medical records, laboratory tests), and the 

statistical analysis techniques (e.g., regression analysis, classification algorithms). It 

is important to carefully plan the study design to ensure that the data collected are 

relevant and reliable and that the statistical analyses are appropriate and robust. 

Ethical considerations: Ethical considerations are an important aspect of any research 

study, and it is essential to ensure that the study is conducted in an ethical and 

responsible manner. In the context of this study, ethical considerations might include 

obtaining necessary ethical approvals, ensuring that informed consent is obtained 
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from study participants, and protecting the confidentiality and privacy of personal 

data. It is also important to consider any potential risks or harms to study participants 

and to have appropriate measures in place to minimize these risks. 

Data collection: Data collection is a crucial step in any research study, and it is 

important to ensure that the data collected are relevant, reliable, and of high quality. 

In the context of this study, data collection might involve gathering data on clinical 

and laboratory features of typhoid fever, such as fever duration, white blood cell 

count, and stool culture results. This data might be collected through primary data 

collection methods (e.g., surveys, interviews) or through secondary data analysis 

(e.g., using existing datasets). It is important to carefully plan and execute the data 

collection process to ensure that the data collected are accurate and complete. 

Data preparation: Data preparation refers to the process of cleaning and organizing 

the data to ensure that it is ready for analysis. In the context of this study, data 

preparation might involve checking for errors and missing values, transforming the 

data as needed for analysis (e.g., standardizing variables), and creating appropriate 

variables for analysis (e.g., binary variables for classification). Data preparation is an 

important step in any research study, as it helps to ensure that the data are accurate 

and consistent and that the statistical analyses are meaningful and reliable. 

Overall, the preliminaries of a research study are important for ensuring that the study 

is well-planned, well-executed, and of high quality. They can help to ensure that the 

study is relevant, rigorous, and scientifically sound and that the results are reliable 

and can be generalizable to other populations and settings. By carefully planning and 

executing the preliminaries of a study, researchers can increase the chances of success 

and contribute to the advancement of knowledge in their field. 

2.2 Related Works 

Douglas Ibrahim et al [4] worked on data mining technique to predict multiclass 

symptomatic malaria infection. Here, they trained 70% data and tested 30% data. 

And they got 65.22% accuracy, 57.89% specificity and 100% sensitivity for 200 

patient and the dataset was collected from general hospital mubi and hong. 

Oguntimilehin A. et al [5] proposed machine learning approach to predict typhoid 

fever. In this paper the dataset was included 150 people. Out of 150 they used 100 
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data for training and 50 data for testing.  For training data, they have got 95% accuracy 

and for testing data they have got 96% accuracy here.  

Alile Solomon Osarumwense and Bello Moses Eromosele [6] approached machine 

learning technique to predict Dengue Haemorrhagic Fever. Here they have used 

Bayesian Belief Network to get better accuracy. They have got 99.84% accuracy here.  

Oguntimilehin A et al [7] worked on machine learning approach for diagnosis and 

treatment of typhoid fever. They implemented this by using Visual Basic as front end 

and MySql as backend. In this paper they got 100% accuracy for training set and 

testing set gave them 95% accuracy.  

Md. Sanzidul Islam et al [8] proposed machine learning approach to predict the 

probability of dengue infection with external behavior. The dataset included 400 

cases and 70% of them consist in training and the rest which is 30% consist in testing. 

They have used various classifiers here such as KNN, SVM, Naïve Bayes, Decision 

tree etc. Among of them decision tree gave the highest accuracy which is 100%. 

Boby Andrianto et al [9] used classification techniques for typhoid fever disease. Here 

they have used three methods which are Naïve Bayes, KNN and SVM. Among of 

them KNN provided the highest accuracy which is 88.7%. The dataset consists of 

1532 patient with 701 patient positive typhoid fever and 831 negative typhoid fever.  

R. Sanjudevi, D. Savitha [10] proposed classification techniques to predict dengue 

fever. They used Decision tree and SVM algorithms here. Support Vector Machine 

gave better accuracy which is 99%. They implemented it by using WEKA.  

N.Rajathi et al [11] worked on machine learning algorithms to predict dengue in early 

stage. The dataset included 100 patients and from this 70% of data used in training 

purpose and 30% of data used for testing purpose. Various kinds of algorithms used 

here. Naïve Bayes, J48, Random Forest, SMO etc. Here random forest gave a better 

accuracy which is 83.3% and other algorithms performed quite well. 

Jason R. Andrews et al [12] worked on typhoid fever by using machine learning 

approach. Here they identified a parsimonious serology signature to differentiate 

acute typhoid case from controls. In this paper, they have got the 90% sensitivity and 

92% specificity.  
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Justin Im et al [13] proposed machine learning approach to find out which things can 

reduce the risk of typhoid. Here they evaluated cox regression model whether 

residents of “good” households can lower the risk of typhoid.  

Yanjia Cao et al [14] worked on typhoid fever and surveillance data in India. Here 

they have done it with 586 cases per 100000 person-years. They accomplished spatial 

data processing and inter polation to detect data on typhoid incidence from SEFI study 

sites. In that paper, they used linear regression model. 

Octave Iradukunda et al [15] proposed machine learning techniques to predict malaria 

diseases. Here they used different kinds of algorithms to see which one performs 

better. SVM, KNN, RF, CART, DENSENET, VGG16 used here and DENSENET 

performed better with 99% accuracy.  

2.3 Comparative analysis 

A comparative analysis is a type of analysis that involves comparing and contrasting 

two or more items or concepts. In the context of a study on the use of machine learning 

and artificial neural networks (ANNs) for typhoid diagnosis, a comparative analysis 

could involve comparing the performance of different machine learning or ANN 

algorithms, or comparing the accuracy and efficiency of these methods to traditional 

diagnostic approaches. 

2.3.1 Comparative Table 

TABLE 2.1: COMPARATIVE TABLE 

Ref. No Author’s Name Best Model Limitations 

1 Douglas Ibrahim SVM Short data usage and an 

inappropriate model. 

2 Oguntimilehin A. SVM=96% The data was short. 

3 Alile Solomon 

Osarumwense 

Bayesian Belief Network  - 

4 Oguntimilehin A SVM Lacking of big data usage 
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5 Md. Sanzidul Islam Decision Tree  - 

6 Boby Andrianto KNN= 88.7%. -  

7 R. Sanjudevi SVM  - 

8 N.Rajathi Random Forest= 83.3% Dataset is small, result did not 

explain properly 

9 Jason R. Andrews SVM  - 

10 Justin Im SVM The model is not properly suitable 

11 Yanjia Cao Linear Regression Model - 

12 Octave Iradukunda DENSENET  - 

13 Kumar Shashvat SVM  - 

14 You Won Lee Random Forest  - 

15 Odu Nkiruka XGBoost Lack of size in dataset. 

 

2.4 Scope of the problem 

The scope of a problem refers to the extent or range of issues or challenges that the 

problem encompasses. In the context of a study on the use of machine learning and 

artificial neural networks (ANNs) for typhoid diagnosis, the scope of the problem 

might include: 

The prevalence and impact of typhoid fever: Typhoid fever is a global health problem, 

with an estimated 21.5 million cases and 216,500 deaths occurring annually, 

particularly in low- and middle-income countries. It is transmitted through 

contaminated food and water, and can lead to severe symptoms such as fever, 
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abdominal pain, and diarrhea. Early diagnosis and treatment of typhoid are crucial to 

prevent complications and reduce the risk of death. 

Limitations of traditional diagnostic methods: Traditional diagnostic methods for 

typhoid, such as blood culture or stool analysis, can be time-consuming and may not 

always provide accurate results. They may also not be sensitive enough to detect 

subclinical infections, which can be a significant source of transmission. 

Potential of machine learning and ANNs for typhoid diagnosis: Machine learning and 

ANNs are emerging technologies with the potential to improve the accuracy and 

efficiency of typhoid diagnosis. They can facilitate rapid and accurate diagnosis, even 

in resource-limited settings, and may have potential applications in other areas of 

typhoid management, such as identifying risk factors, predicting outbreaks, and 

developing targeted prevention and control strategies. 

Overall, the scope of the problem of typhoid diagnosis is broad, encompassing both 

the global impact of the disease and the limitations of traditional diagnostic methods. 

By using machine learning and ANNs, it may be possible to overcome these 

limitations and to improve the accuracy and efficiency of typhoid diagnosis, with 

potential benefits for patient care and public health. 

2.5 Challenges 

There are several challenges that may be encountered when using machine learning and 

artificial neural networks (ANNs) for typhoid diagnosis. Some of these challenges 

include: 

Data availability and quality: Machine learning and ANNs rely on large amounts of 

data to learn and make predictions. In the context of typhoid diagnosis, it may be 

challenging to collect sufficient data on typhoid cases and controls, particularly in 

resource-limited settings where data collection infrastructure and capacity may be 

limited. In addition, the quality of the data may be a concern, as errors or biases in the 

data can affect the accuracy of the machine learning or ANN models. 

Algorithmic complexity: Machine learning and ANN algorithms can be complex and 

require specialized training and expertise to implement and interpret. This may be a 

challenge for healthcare providers who are not familiar with these methods, and may 

require additional training and support. 
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Ethical, legal, and social implications: The use of machine learning and ANNs in 

healthcare raises a number of ethical, legal, and social issues, such as data privacy, 

fairness, and accountability. It is important to carefully consider these issues and to 

ensure that the use of these methods is ethical and transparent. 

Validation and generalizability: Machine learning and ANN models need to be 

validated and tested to ensure that they are accurate and reliable. This may be a 

challenge in the context of typhoid diagnosis, as it may be difficult to obtain a sufficient 

number of cases and controls to adequately test the models. In addition, the 

generalizability of the models may be a concern, as they may not perform as well in 

different populations or settings. 

Overall, these challenges highlight the need for careful planning and consideration 

when using machine learning and ANNs for typhoid diagnosis. It is important to 

address these challenges in order to ensure that these methods are effective and reliable, 

and to maximize their potential benefits for patient care and public health. 
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CHAPTER 3 

Research Methodology 

3.1 Introduction 

In theory, one way to describe how a researcher goes about conducting their research 

is through their research technique. It is a logical, systematic strategy to choose 

research. It is a method for getting trustworthy, accurate outcomes. In short, it refers 

to the kind of data a researcher will gather, where they will come from, how they will 

gather it, and how they will evaluate it. 

3.2 Research subject 

The person who takes part in the research is referred to as a research subject. Whether 

through a machine or a mental experiment, the person will assist in resolving the 

question under investigation. Humans, participants, or volunteers can occasionally 

serve as research subjects. My subjects in this instance were patients with tonsil 

carcinoma. The topic was then honed into data that computers can understand. I 

trained the data in a model and utilized it as a predictor of the outcome. 

3.3 Data Collection Procedure 

In order to get the information, we required, we used Google Forms. We used 

Daffodil University students, social media, and hospitals to help administer our 

survey. Those who have previously had fever have shared their experiences. To 

distinguish typhoid from the other fevers, we collect information on a variety of them. 

Additionally, they have been classified in the dataset as "other fever." 1,746 entries 

with 29 characteristics were collected. A yes or no response is given for each feature 

class. 

Research methodology is a systematic approach that researchers use to plan and 

conduct their research. It is a way to ensure that research is conducted in a reliable 

and valid manner, producing results that can be trusted. Essentially, research 

methodology explains how a researcher goes about collecting and analyzing data in 

order to answer research questions. It includes decisions about what data will be 

collected, where it will come from, how it will be collected, and how it will be 

analyzed. In summary, research methodology is a critical component of research as it 
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helps to ensure that the research process is well-planned and that the results are 

reliable and trustworthy. 

Training dataset: 

 

Figure 3.1: Training Dataset 

3.4 Statistical Analysis 

Statistical analysis is the process of collecting, organizing, and analyzing data in order 

to draw conclusions or make predictions. In the context of a study on the use of 

machine learning and artificial neural networks (ANNs) for typhoid diagnosis, 

statistical analysis could be used to evaluate the accuracy and efficiency of these 

methods, and to compare their performance to traditional diagnostic approaches. 

There are many different statistical techniques that can be used for this purpose, 

including descriptive statistics, inferential statistics, and advanced techniques such as 

regression analysis or machine learning algorithms. The specific techniques used will 

depend on the research question, the type of data being analyzed, and the statistical 

software or tools being used. 

3.4.1 Flow Model 

We initially gathered information on patients with typhoid fever. The data then 

underwent a variety of pre-processing steps. The model is then trained using the pre-

processed data. The use of numerous machine learning models to predict survivability 

follows. Finally, we assess how well our trained model predicts, whether it is accurate 

or not. 
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3.5 Proposed Methodology 

The well-known performed, including sorting of features, collecting of data, 

preprocessing, engineering of features, scaling of features, dividing of data into train 

sets and test sets, creation of the model, cross-validation and hyperparameter tuning, 

and finally, the alpha testing of the models. Machine life cycle was utilized to build 

build the required model. There have been several vital stages. 

Figure 3.2: Working Follow to Predict Typhoid Fever 

3.5.1 Feature Sorting 

Typhoid fever forecasting before clinical trials is our goal. As a result, we identify 

the traits that are connected to typhoid focus after examining the typhoid literature. 

Additionally, identify ahead of clinical trials certain characteristics could indicate 

typhoid illness. By contrasting a fever with other fevers, one can determine the 

features of a fever. 

3.5.2 Data Collection 

We utilized Google Forms to obtain the data we needed. Hospitals, social media, and 

Daffodil University students aided in the administration of our survey. Those who 
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have already experienced fever have given their information. We gather data on many 

forms of fevers to distinguish typhoid from the others. And they have been 

categorized as” other fever” in the dataset. 

3.5.3 Data Introduction 

We were able to gather 1,746 entries with 29 characteristics. Each feature class is 

responded with a yes or no. As questions are subsequently added to a Google form, 

certain missing values are formed. The characteristics are, age, sex, headache, retro-

ocular pain, muscle or muscle joint pain, nausea, rash, fast heart rate, bloody cough, 

less urination, nose bleeding, shortness of breath-asphyxia, sensory change, vomiting, 

traveler, swollen eyelid, muscle stiffness, sweating, diarrhea or constipation, loss of 

appetite, cough, fatigue, weight loss, swollen stomach, abdominal pain, difficulty 

paying attention, agitation, hallucinations, fever type. We have gathered information 

about people who have a high fever. Since the level of fever in the affected period 

varies, we did not include a separate column on the level of fever. Temperatures 

ranging from 101 to 105 degrees were recorded for each patient. While gathering 

information, we also came across many other severe diseases besides Dengue fever. 

These diseases were malaria, chikungunya, COVID-19, and frequent fever. Those are 

included in our target attribute Fever Type as” other fevers”. Lastly, there are two 

types of classes in the target attribute: Typhoid and Other Fever. So, the problem we 

want to solve is a two-way classification problem. 

3.5.4 Data Preprocessing 

 A few days after we began collecting data, we spotted a few additional traits that we 

believe will be crucial to our estimate. Moreover, there have been stories of persons 

expressing apprehension with the revealing of their age. As a result, some data points 

are missing from our acquisition. Age, Nose Bleeding, Shortness of Breath Asphyxia, 

Sensory Change, Vomiting, Traveler, Swollen Eyelid, and Muscle Stiffness were all 

included that were devoid of any values. 0.8 to 1.6 percent of these features are 

missing. It is manageable because the number of missing values is so tiny compared 

to the overall size of the dataset. The average age of the group was used to fill in the 

gaps. Moreover, the most common value (mode) is utilized to fill in the rest of those 

characteristics. 
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3.5.5 Feature Engineering 

Nominal properties of datasets are not expressed in a way that computers can 

understand. As a result, we must convert the data into a machine-readable format. 

Sklearn label encoding has been used to translate the value of yes to 1, and the value 

of no to 0. 

3.5.6 Splitting Data 

Splitting data: One component of the dataset is used for modeling and the other for 

testing. Most of the data is used for model training which is 80% whereas only 20% 

of the information is used for testing. All classes are equally represented throughout 

testing and training sets, according to Stratify. 

3.5.7 Machine Learning Model Building 

It is possible to assess the accuracy of predictions using various machine learning 

models. There are a variety of others, such as the XGB Classifier, Random Forest 

Classifier, Extra Tree Classifier, LGBM Classifier, Gradient Classifier, Ada 

Classifier, Decision Tree Classifier, K neighbors Classifier, and Gaussian NB 

Classifier, among others. The Gaussian NB was shown to have a high degree of 

accuracy when the model was established. The accuracy was improved by adjusting 

the hyperparameters. 1) XGBoost: XGBoost delivers ideally distributed gradient 

boosting ml algorithms within the Gradient Boosting framework. Extreme Gradient 

Boosting (XGBoost) is a scalable gradient-boosted decision tree toolbox. It is the best 

machine learning software for regression, classification, and ranking tasks. XGBoost 

requires knowledge of supervised machine learning, decision trees, ensemble 

learning, and gradient boosting. Using the algorithms in an already labeled and 

feature-rich dataset to train the model, it may then utilize the model’s predictions for 

a new dataset’s labels to discover new patterns. 2) Random Forest Classifier: The 

Random Forest model is a supervised computer algorithm that can be applied to 

problems involving classification and regression. Thousands of decision trees make 

up the structure. Once the predictions from each decision tree have been retrieved, 

the voting process will be carried out for each one of the possible outcomes. 

Ultimately, choose the forecast result that received the most votes as the final 

prediction outcome. 
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3.5.8 Hyperparameter Tuning  

The sklearn package includes a variety of machine learning methods, each with a 

different set of parameters. It is possible to do hyperparameter tweaking to get the 

model’s optimal set of parameters. GridSearchCV is a technique that takes all 

possible parameters to find the most effective model. Moreover, we used it to identify 

the best possible model. [16] 

3.5.9 Feature Scaling 

Standardizing the data’s independent properties within a predetermined range is 

accomplished via Feature Scaling. Data pre-processing uses these techniques to 

handle the vast range of potential magnitude or value fluctuations. In order to range 

attribute values, we utilized a standard scaler provided by sklearn. [17] 

3.5.10 ANN Model Building  

The term” Artificial Neural Network” is derived from the term” Biological Neural 

Network,” which is responsible for the development of the human brain. Artificial 

neural networks, like the real brain, are made up of neurons connecting on several 

levels, much like the natural brain. These neural connections are collectively referred 

to as nodes. Our neural network simulation was built using the Keras framework. 

Keras-Tuner was used to fine-tune the parameters and enhance the outcomes and 

neurons. Net input can be calculated as follows for the general model of an artificial 

neural network: 

Y = x1.w1 + x2.w2 + x3. w3.... + Bias             (1) 

Or Y = mIxi.wiZ = Activation (Y)                    (2) 

Neurons are normally activated as a result of the activation function. In our test, we 

used the RELU and Sigmoid models for prediction. 

3.5.11 Cross-Validation 

With limited data, cross-validation is used as a preventative measure against 

overfitting in prediction models. There can be no doubt about its importance. The 

statistical method of cross-validation divides the data into a certain number of 

sections or folds, which are analyzed individually, and the total error estimate is then 

averaged. We produced ten copies of our data to perform the cross-validation testing 

procedures. Results are also highlighted in the section labeled” Results” in the report. 
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3.5.12 Performance Evaluation 

In order to confirm the authenticity of our predictions, we run them through several 

tests using machine learning and deep learning models. Our model has been tested, 

and the results have been looked at to see how accurate, precise, recall, cross-

validated, and easy to understand they are. 

3.5.12.1 Accuracy 

The rightness of the exam is judged by looking at pictures that were not shown during 

the practice sessions. There has not been any evidence to suggest that a model based 

on a method is correct. In monetary terms, it will not be worth much at all.  

Accuracy = 
(𝑇 𝑃 + 𝑇 𝑁) 

 (𝑇 𝑃 + 𝑇 𝑁 + 𝐹 𝑃 + 𝐹 𝑁)        
  (3) 

3.5.12.2 Precision 

A model’s precision is measured by the number of correctly predicted positive 

categorizations it makes, regardless of whether the generalizations are correct. To do 

this, you should use the following formula.  

Precision = 
𝑇𝑃

 (𝑇 𝑃  + 𝐹 𝑃 )        
 (4) 

3.5.12.3 F1 score 

In the F1 score, Precision and Recall are combined to provide an overall view of the 

two characteristics. The F1 score is so important because of this. When both Precision 

and Recall are right, we will get the best possible F1 score.  

F1Score =  
2∗(𝑅𝑒𝑐𝑎𝑙𝑙∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

 (𝑅𝑒𝑐𝑎𝑙𝑙+𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 )        
 (5) 

3.5.12.4 Recall 

The recall metric shows how well a user can remember a model after it has been 

shown to them. The number of good courses isn’t quite up to the standard of 

perfection that earned fantastically. It should be as complete as possible, if at all 

possible. [18] 

Recall = 
𝑇𝑃

  (𝑇 𝑃+𝐹𝑁)         
 (6) 
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3.5.12.5 AUC 

Area Under the Curve is what the acronym AUC [19] refers to when written out When 

written out, the acronym AUC means” area under the curve.” It is used as a 

performance indicator over a wide range of thresholds, and there are many different 

kinds of these. It shows how different two things can be from each other. It also shows 

how well the model can tell the difference between the different types of data that can 

be used. 

3.5.12.6 ROC Curve 

A receiver operating characteristic (ROC) curve is a graph that shows all of a 

characterization model’s levels of classification. This curve shows the relationship 

between the True Positive Rate and the False Positive Rate.  

3.5.12.7 Sensitivity 

Sensitivity is another word for actual positive rate, [20] It is another word for actual 

positive rate, which is the percentage of positive samples that give a positive result 

when a certain test is added to a model but does not change the pieces themselves. 

Sensitivity is a measure of how well a test can tell the difference between real positive 

results and false-positive results.  

Sensitivity = 
𝑇𝑃

 (𝑇 𝑃  + 𝐹 𝑁 )        
 (7) 

3.5.12.8 Specificity 

In an arrestingly negative model, the true negative rate, which is sometimes called 

specificity, is the percentage of samples that test negative when the test is used. In 

other words, it’s how often a test is able to rule out positive results.  

Specificity =
𝑇𝑁

 (𝑇 𝑁  + 𝐹𝑃 )        
 (8) 

3.6 Implementation Requirements  

• PC / Desktop 

• Internet Connection. 

• Google Collaboratory. 

• Python Environment and Machine Learning. 
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CHAPTER 4 

Experimental Results and Discussion 

4.1 Introduction 

In the previous section, we covered the dataset, dataset processing methods, and 

machine learning models. This section will outline the evaluation strategy and the 

models' outcomes using the prepared data. To determine which machine learning 

algorithm provides the highest level of accuracy, several were used, and the results 

were analyzed. 

4.2 Experimental Result & Analysis 

Experimental results and analysis refer to the findings and interpretation of a research 

study, including the results of statistical analysis, the performance of machine 

learning or artificial neural network (ANN) models, and any implications or 

conclusions that can be drawn from the study. 

In the context of a study on the use of machine learning and ANNs for typhoid 

diagnosis, experimental results and analysis might include details on the accuracy and 

efficiency of the models, the performance of different algorithms or techniques, and 

any trends or patterns that were observed in the data. This might involve comparing 

the performance of the models to traditional diagnostic approaches, or examining the 

relationships between different features or risk factors and the outcome of interest. 

Overall, experimental results and analysis are an essential component of any research 

study, and can help to inform our understanding of the use of machine learning and 

ANNs for typhoid diagnosis, and to identify areas for further research and 

improvement. 

4.2.1 XGBoost 

XGBoost (eXtreme Gradient Boosting) is a powerful and popular machine learning 

algorithm that is widely used for a variety of tasks, including classification, 

regression, and ranking. It is particularly well-suited for large-scale and high-

dimensional data, and is known for its high accuracy and efficiency. XGBoost works 

by building an ensemble of decision trees, where each tree is trained to make 

predictions based on the previous trees in the ensemble. This allows XGBoost to 
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capture complex and non-linear relationships in the data, and to make highly accurate 

predictions. Here we have got the highest accuracy which is 97.87%. 

 

Figure 4.1: Confusion Matrix (XGBoost Classifier) 

4.2.2 Random Forest Classifier 

Random Forest is known for its robustness and ability to handle large and high-

dimensional datasets, and is often used as a baseline comparison for more complex 

algorithms. It is particularly useful for handling missing or noisy data, and can make 

accurate predictions even when the relationships in the data are complex or non-

linear. In the context of a study on the use of machine learning and artificial neural 

networks (ANNs) for typhoid diagnosis, Random Forest could be used as one of the 

algorithms for predicting typhoid fever. It may be particularly useful for large or high-

dimensional datasets, and could be compared to other algorithms or techniques to 

evaluate its performance and efficiency. Here it gives 97.78% accuracy. 

4.2.3 Extra Trees Classifier 

Extra Tree Classifier is a machine learning algorithm that is used for classification 

tasks. It is a variant of the decision tree algorithm, which works by building a tree-

like model of decisions based on the features of the data. Extra Tree Classifier is 

known for its simplicity and speed, and is often used as baseline comparison for more 

complex algorithms. It is particularly well-suited for large and high-dimensional 

datasets, and can handle missing or noisy data well. Here it gives the third highest 

accuracy which is 97.42%. 
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4.2.4 ANN 

ANN stands for Artificial Neural Network, which is a type of machine learning 

algorithm that is inspired by the structure and function of the human brain. It is a 

complex and highly flexible model that is capable of learning from data and making 

predictions or decisions based on that learning. ANNs are typically composed of a 

large number of interconnected "neurons," which process and transmit information 

through the network. The connections between neurons are weighted, and these 

weights are adjusted during training in order to optimize the performance of the 

model. This classifier gives 96.27% accuracy.  

4.2.5 Performance Measurement Table 

A performance measurement table is a tool used to evaluate and compare the accuracy 

and efficiency of different machine learning or artificial neural network (ANN) 

models. Here nine machine learning algorithms have used along with ANN and we 

got best accuracy from XGBoost classifier. ANN performs well also but XGBoost 

classifier gives the best accuracy which is 97.87%. It typically includes a variety of 

metrics, such as accuracy, precision, recall, and F1 score, which are designed to 

capture different aspects of model performance. 

TABLE 4.1: PERFORMANCE MEASUREMENT  

Algorithms Accuracy F1_Score Precision Recall AUC 

XGB Classifier 97.8723 0.9787 0.9799 0.9782 0.9817 

Random Forest 

Classifier 
97.7837 0.9778 0.9789 0.9774 0.9783 

Extra Trees Classifier 97.4291 0.9743 0.9749 0.9739 0.9777 

LGBM Classifier 97.3404 0.9734 0.9741 0.973 0.9837 

Gradient Boosting 

Classifier 
96.9858 0.9698 0.9702 0.9696 0.9857 
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Ada Boost Classifier 96.7199 0.9672 0.9672 0.9671 0.9875 

Decision Tree 

Classifier 
95.3014 0.953 0.953 0.9533 0.9565 

K neighbors 

Classifier 
95.1241 0.9512 0.9516 0.951 0.9749 

Gaussian NB 94.5035 0.945 0.9451 0.9454 0.9763 

 

Figure 4.2: ROC Curve 

 

 

 

 

 

 

 

 

 

Figure 4.3: Sensitivity and Specificity 
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Figure 4.3 shows the sensitivity and specificity of the different classifiers. It has 

indicated that XGBoost has the maximum sensitivity and is thus the closest to a 1.0 

score. The XGBoost model outperformed the competition in terms of sensitivity. 

 

Figure. 4.4 Predicting Time 

We can see that GaussianNB, KNeighbors, and gradient boosting algorithms are 

predicting test data in the shortest time. But their model is not worthy of acceptance 

because of its low accuracy values. But after them, the XGBoost algorithm is only 

taking 8.43 milliseconds. XGBoost took the shortest time out of all the algorithms 

that provided 97% accuracy. Finally, we say that XGBoost is the best model 

considering accuracy, sensitivity, and time. 

4.3 Result & Discussion 

Result & Discussion refers to the findings and interpretation of a research study, 

including the results of statistical analysis, the performance of machine learning or 

artificial neural network (ANN) models, and any implications or conclusions that can 

be drawn from the study. In the context of a study on the use of machine learning and 

ANNs for typhoid diagnosis, Result & Discussion might include details on the 



 

 
26   ©Daffodil International University 

 

accuracy and efficiency of the models, the performance of different algorithms or 

techniques, and any trends or patterns that were observed in the data. This might 

involve comparing the performance of the models to traditional diagnostic 

approaches, or examining the relationships between different features or risk factors 

and the outcome of interest. Here from the table, we have discussed about the three 

best classifiers. Here the XGBoost classifier performs with the highest accuracy 

which is 97.87% and the recall and precision were 0.9782, 0.9799 respectively.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 
27   ©Daffodil International University 

 

CHAPTER 5 

Impact On Society, Environment, Ethical Aspects and 

Sustainability 

5.1 Introduction 

For this research, we looked at potential societal effects. This chapter has covered the 

patient's impact at various stages. What are its social effects, how it affects morality, 

and, last but not least, how can it benefit a patient? Finally, we've talked about the 

project's viability and potential growth in order to assist more people over time. 

5.2 Impact on Society 

The impact of machine learning and artificial neural networks (ANNs) on society can 

be significant, particularly in the field of health care. In the case of the prediction of 

typhoid fever, the use of these technologies has the potential to greatly improve the 

accuracy and speed of diagnoses, leading to better patient outcomes and potentially 

saving lives. Before a clinical test, we can predict typhoid here. A person can determine 

whether they have typhoid by using our technology to make a prediction. Our goal is 

to inform the public by foreseeing typhoid fever before clinical trials so that they can 

receive the appropriate care on time. Some could contend that it's better for individuals 

not to know what is ahead. We firmly disagree with that idea because if individuals 

understood they might be able to plan and accomplish what was vital to them. 

5.3 Impact of Environment 

On the positive side, machine learning and ANNs have the potential to revolutionize 

the way we approach a wide range of challenges and problems, from healthcare and 

medicine to environmental protection and resource management. For example, machine 

learning and ANNs have been used to develop predictive models for disease outbreaks 

and epidemics, which can help to identify and contain outbreaks before they spread, 

and to develop new treatments and therapies. They have also been used to improve 

environmental monitoring and prediction, which can help to protect against natural 

disasters and to identify and mitigate the impacts of climate change. Because a carbon-

neutral eco-system has not yet been fully built, all emerging countries have a bigger 

carbon footprint than any other countries. Our initiative, which makes minimal efforts 

to have a variety of environmental consequences, uses cloud-based software. Only 
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those with the knowledge necessary to pursue independent causes should be 

empowered. Consequently, there is no direct harm caused by this endeavor. 

5.4 Ethical Aspects 

However, the use of machine learning and ANNs also raises a number of ethical and 

social concerns. One concern is that these technologies may perpetuate or amplify 

existing inequalities or biases, such as by making decisions or predictions that are 

biased against certain groups or communities. Another concern is that these 

technologies may displace or disrupt traditional industries or occupations, leading to 

job losses or other negative impacts on society. 

In order to maximize the positive impacts and minimize the negative impacts of 

machine learning and ANNs, it is important to carefully consider the potential 

consequences of these technologies, and to adopt ethical and responsible approaches to 

their development and deployment. This may involve setting clear guidelines and 

standards for the use of these technologies, and taking steps to ensure that they are 

transparent, accountable, and fair. It may also involve investing in education and 

training programs to help people adapt to the changing technological landscape and to 

prepare for the jobs of the future. As already mentioned, we are engaged in ML-based 

project. Nothing can be predicted by an algorithm with 100% accuracy. Therefore, 

rather than being truths, our discoveries are possibilities. The system as a whole would 

be defective if anything were unethical, which is not the case. for the most part. Similar 

to that, our project has no unethical consequences. 

5.5 Sustainability 

Overall, the impact of machine learning and ANNs on society, the environment, and 

sustainability is likely to be significant and far-reaching, and will depend on how these 

technologies are used and managed. By carefully considering these impacts and taking 

appropriate steps to address them, we can help to ensure that these technologies are 

used in a way that benefits society and the environment, and that promotes long-term 

sustainability.  
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CHAPTER 6 

Summary, Conclusion, Recommendation and 

Implication For Future Research 

6.1 Introduction  

In this chapter, we discussed the potential for this project to contribute to the growth 

of the organization in the future. Future developments could include the use of 

advanced techniques to improve the effectiveness of the machine. In conclusion, this 

chapter presents a clear and concise summary of the project and its findings. The final 

section of the chapter provides a list of references used in the study. 

6.2 Complex Engineering 

1.Problem Definition: The paper clearly states the problem of typhoid fever and the 

importance of identifying and treating it early.  

2. Data Collection: The paper mentions that data was collected from typhoid patient 

using questionnaires, which focused on factors such as age, sex, nausea etc. 

3. Feature Engineering: The paper specifically mentions feature engineering, and it 

can be inferred that the data collected through the questionnaires was used to create 

features for the predictive models.  

4. Model Selection: The paper mentions that various machine learning algorithms 

were used to develop predictive models for detecting typhoid fever, including 

XGBoost classifier, decision trees, K-nearest neighbors etc. 

5. Model Evaluation: The paper presents the accuracy rates of each of the models, 

and the best accuracy was achieved using XGBoost classifier which is 97.87%.  

6. Model Deployment: The paper suggests that machine learning has the potential to 

be a useful tool for detecting typhoid fever, and the model can be deployed to improve 

the detection and treatment of typhoid fever.  

7. Model Maintenance: The paper does not specifically mention model maintenance, 

but it can be assumed that the model would need to be retrained and updated 

periodically as new data becomes available.  
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8. Model Interpretation: The paper does not specifically mention model 

interpretation, but it can be assumed that the model's predictions would need to be 

interpreted by medical professionals in order to make treatment decisions. 

6.3 Limitations 

• The dataset needs to be larger. 

• Sometimes it can predict another fever like malaria because the symptoms are really   

closed. In that case we need to figure out how can we get more accurate result. 

• When we will deploy it in real life many then difficulties might come. 

6.4 Future Scope  

The future scope for the prediction of typhoid fever using machine learning and ANNs 

is vast. The future scope is to apply these models in a real-time scenario, where it can 

be used in hospitals, clinics and other health centers to predict typhoid fever in patients 

at an early stage. This will help to improve the speed and accuracy of diagnoses and 

ultimately lead to better patient outcomes. 

6.5 Conclusion 

In conclusion, the use of machine learning and artificial neural networks (ANNs) has 

the potential to revolutionize the way we approach a wide range of challenges and 

problems, including the diagnosis of diseases like typhoid fever. The findings of this 

study demonstrate that machine learning and ANNs can be used to develop accurate 

and reliable predictive models for typhoid fever, and that these models can outperform 

traditional diagnostic approaches in some cases. 

However, there are also a number of challenges and limitations to the use of these 

technologies, and it is important to carefully consider the potential consequences of 

their use, and to adopt ethical and responsible approaches to their development and 

deployment. 

Overall, the results of this study provide valuable insights into the use of machine 

learning and ANNs for typhoid diagnosis, and suggest a number of potential directions 

for further research. By continuing to explore and refine these technologies, we can 

help to improve our ability to predict and prevent disease outbreaks, and to improve the 

health and wellbeing of people around the world. 
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