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ABSTRACT 

 

Malware-based cyber-attacks are increasing and have advanced in sophistication across 

practically all networks. Attacks using sophisticated malware are also the most complex, 

which makes it difficult to detect them. Advanced malware can hide many of its traces using 

various techniques, including metamorphic engines causing significant financial and 

privacy losses to a variety of organizations As a result, malware analysis methods now face 

a considerable barrier in predicting and detecting such threats. With the tremendous 

technological development and cutting-edge research, researchers and anti-virus 

organizations have begun using machine learning and deep learning methods for malware 

analysis and detection. Through this proposed work we have proposed a system to detect 

the malware on Windows systems. According to the types of features, appropriate algorithm 

is chosen to check the malware and virus. Total 4 different algorithms named LightGBM, 

XGboost, and Logistic Regression, CatBoost Regressor is used here. To handle the missing 

values, skewness check, correlation test, feature engineering is applied with accuracy of 

74%. For practical feeling of the proposed system an E-commerce website also designed. 
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CHAPTER 1 

INTRODUCTION 

1.1  Introduction 

Since all current malware applications tend to have multiple polymorphic layers to avoid 

detection or to use side mechanisms to automatically update themselves to a newer version 

at short intervals of time in order to avoid detection by any antivirus software, malware 

detection through standard, signature-based methods is becoming increasingly challenging. 

The interested reader can view an example of dynamical file May 18, 2022 DRAFT 

analysis for malware identification through virtual environment emulation. computer. Le 

infectors and stand-alone malware make up a straightforward taxonomy of malware. One 

or more of malware's goals can be to gain access to private networks, steal confidential 

information, commandeer computer systems to use their resources, or interfere with 

communication or computing processes. Malware is purposefully malicious software that 

can spread throughout a network, remain undetected, and alter or destroy an infected 

machine or network, even when it is disguised as genuine software from an apparently 

reliable source. Other goals can be to disrupt services for certain corporations, steal 

identities, or even wage cyberwar against another state. Entrepreneurs, businesses, big 

corporations, or even governments could be the victims. Malware commonly comes in the 

form of worms, trojan horses, adware, ransomware, etc. There is a description of traditional 

techniques for finding metamorphic viruses in. A summary of the various machine learning 

techniques that have been suggested for malware detection is provided. Here, we provide 

a few examples of these techniques in use. In, it is discovered that boosted decision trees 

working with engrams outperform the Naive Bayes classifier and Support Vector Machines 

in terms of output. use automatic association rule extraction on Windows API execution 

sequences to differentiate between malicious and legitimate software files. Additionally 

employing association rules, but with honeytokens with well-known parameters. To 
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determine whether a specific program file is (or is not) a variant of a prior program file, 

hidden Markov models are utilized. Uses Profile Hidden Markov Models to accomplish a 

similar objective, they have been successfully employed in the past for bioinformatics 

sequence analysis. This article explores neural networks' ability to recognize polymorphic 

malware. Self-Organizing Maps are utilized in Windows exactable files to find patterns of 

activity for infections. In this essay. 

 

1.2 Motivation 

Cybercriminals seem to always remain one step ahead of the curve, despite major 

advancements in malware prediction, prevention, and cybersecurity in general. With more 

people and businesses depending on the internet, both the volume and intensity of 

cyberattacks have only grown. According to projections, the cost of cybercrime would 

reach $6 trillion USD globally by 2021. The fight against malware may not have a 

promising future for humanity, but thanks to the many brilliant brains working on 

cybersecurity, the harm caused by malware may soon be lessened. 

 

1.3 Rationale of the Study  

Malware assaults are one of the growing problems for consumers and companies utilizing 

Windows systems in terms of data security and integrity. Microsoft Windows OS dominates 

the market with an 87% market share, according to NetMarketShare (source: Wikipedia), 

so the biggest challenge for Microsoft is to provide antivirus defense or other security 

products that accurately and efficiently determine whether a machine is infected with 

malware or not in order to keep their data secure and remain immune to such attacks. I 

therefore created a machine learning algorithm that predicted the likelihood that a machine 

would be infected with malware. 

 

1.4  Research Questions  
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1. Does your system use sample data to forecast a real output? 

2. Can it use a machine learning technique to categorize malware-benign in provided 

data/file? 

3. Do all algorithms operate flawlessly (yes/no)? 

4. Do we know the valid accuracy rate to predict the malware? 

I am confident that our machine can anticipate accurate results based on prior Microsoft 

Windows Defender as well as customer satisfaction because we trained it with a huge 

number of data sets and acquired good accuracy. 

We achieved the best result using LGBM algorithm also get similar accuracy using  XGB, 

Logistic Regression, and CatBoost algorithm. 

 

1.5 Expected Outcome 

In our malware predict system, given data from our dataset is used to generate an expected 

result. Here, we combined test and training data to produce a more accurate result. 

According to our findings, the accuracy completely depends on the training data set. After 

all of our system's necessary steps have been completed, our machine learning system will 

be prepared. We have used a variety of tactics in order to obtain accurate results. We have 

got almost 74% accuracy from “LGBM”, 71% accuracy from “XGB”, 72% accuracy from 

“Logistic Regression”, 73% accuracy from “CatBoost Regressor” which we applied to this 

system. 
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1.6 Report Layout 

Chapter 1 In this section, we discussed the motivation behind our work as well as its goals 

and expected outcomes. 

Chapter 2 describes the theoretical underpinnings of our research and examines previous 

comparable publications, studies, and the scope of problems and challenges. 

 

Chapter 3 we discuss our research topic, the tool we used, how we collected the data, how 

we analyzed the data statistically, and how we put it all into practice. 

 

Chapter 4 In this chapter, we present the results of our research experiments, descriptive 

analyses, and conclusions. 

 

Chapter 5 This chapter includes a summary of the forecast and conclusion as well as 

additional study methods. 
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CHAPTER 2 

BACKGROUND 

2.1 Introduction 

Malware is created to be aggressive, persistent, and hostile. This attack, which tries to harm 

the system, compromise it, partially take over some activities, or entirely shut it, targets 

workstations, networks, platforms, devices, and smart applications. It interferes with 

routine activity, just way the flu virus does. A number of machine learning algorithms have 

been developed to help with the problem of predicting malware assaults. Currently, the 

Light Gradient Boosted Machine classification technique is the one that is most anticipated 

to boost in find malware (LGBM). Auto AI is used by several large organizations to protect 

their systems. Malware assaults are one of the growing problems for consumers and 

companies utilizing Windows systems in terms of data security and integrity. Microsoft 

Windows OS currently holds a market share of 87%, according to NetMarketShare firm 

(source: Wikipedia), which makes providing antivirus defense or other security products 

that accurately and efficiently determine whether a machine is infected with malware or not 

Microsoft's biggest challenge in order to keep their data secure and remain impervious to 

such attacks. Microsoft challenged the data science community to create machine learning 

systems that can assess or anticipate whether a machine would soon be infected by malware 

as part of their larger business plan. The aim of this project is to reach everyone easily by 

an E-Commerce website and achieve an increase accuracy on the Microsoft Kaggle’s 

Malware Prediction dataset. 

 

2.2 Related Works  

[1] The authors of (LIN, 2019) described a technique that utilized Kaggle's Microsoft 

Malware Prediction dataset and a Naive Transfer Learning strategy. Based on the training 

data, they trained a Gradient Boosting Machine (GBM) to create a straightforward 
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prediction model, which they subsequently adjusted for the test dataset. The authors 

identified the critical elements for domain adaptation, attempted to reduce the marginal 

distribution gap between the source and target domains, and modified the predictions' 

outcomes in accordance with the broad statistical regularities retrieved from the training 

set. 20 of the most crucial category elements were chosen for additional research after they 

conducted a GBM to gather each feature's relevance ratings. To make the issue simpler and 

cut down on computing expenses, this was done. The initial model, which employed 20 of 

the most crucial features, had a 63.7% accuracy rate. A second model with accuracy of 

64.3% deleted the columns with the highest mean disagreement.  

[2] The author of (Stephan Michaels, 2019) suggested a technique for virus prediction. 

Using LGBM, two models were trained and assessed. The dataset was cleaned and string 

values were encoded using one technique. A LightGBM was then trained. The second 

approach added new features to the first model's preprocessed data. Then, a LightGBM 

was trained using the relevant properties that were chosen. The results of both models' 

forecasts were then averaged. Because the author did not report findings using data from 

Microsoft Malware Prediction, we repeated the experiment (Microsoft, 2018). Large 

amounts of data that need to be examined for potential malicious intent are one of the major 

issues anti-malware solutions currently face.  

[3] In (Rai and Mandoria, 2019), they chose to apply the Gradient Booster technique to a 

different malware challenge because it performed better than all other well-known 

algorithms at predicting malware.  

[4] On 600 million computers throughout the world, Microsoft's real-time anti-malware 

detection application is installed (Caparas, 2020). The issue of anticipating malware attacks 

has been addressed by a variety of machine learning techniques.  

[5] The most widely used classification method for finding malware right now is called 

Light Gradient Boosted Machine (LGBM). Some advantages of LGBM include simplicity, 

ease of creation, and ease of understanding (Vinayakumar et al., 2019). Additionally, many 
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large corporations employ AutoAI to safeguard their systems due to the rise in malware 

risks. 

[6] More than 2.5 quintillion bytes of data are created and captured daily by human activity. 

Over 90% of the data, or 40 Zettabytes, or 40 trillion gigabytes, was created in the last two 

years (Dobre and Xhafa, 2014). 

 [8] (Choudhary and Kesswani, 2020) the authors tested classifiers for network intrusion 

using the NSL KDD dataset, including XG-Boost and LGBM. The dataset is composed of 

41 features, including 21 classifications of assault, as well as fundamental features, traffic 

features, and content features. According to the authors' experimental findings, stacked 

ensembles of Gradient Boosting Decision Trees performed better than linear models and 

deep neural networks. Similar to prior relevant work, i would like to assess such methods 

on a more contemporary infection challenge because ensemble methods performed better 

than linear models and a deep neural network.  

[9] In (Nov 2020) the author jugaloza worked with the same Microsoft data set to predict 

malware using LightGB, XGB algorithm and get 72% accuracy. 

 

2.3 Research Summary 

Basically, in our 'Web Based Malware & Virus Prediction System Using Machine 

Learning' Project have two parts. At first in our E-Commerce site customers/users will be 

able to order our advertised product like single/multiple file prediction, whole pc file 

prediction etc. Then in Second part, our created Malware & Virus Prediction System with 

Machine Learning will scan or predict those file that how much virus or benign present. 

And the result will be told to the customer by our E-Commerce site. We created our website 

with Django framework. Four algorithms were employed to determine the accuracy. The 

system will function better the higher the accuracy. 
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2.4 Scope of the Problem  

In our E-commerce site users will maybe face to upload their file because we haven’t 

completed the site development yet. Also they will face to show the final result in the 

website. In this case we will send them the result through their E-mail address. To generate 

and find the result of virus-benign will take lengthy time because of using low 

configuration computer/laptop and lab studio. 

 

2.5 Challenges 

The two major obstacles to achieving our forecasting accuracy are target variable 

investigation and DF size reduction. Since reading enormous amounts of data as usual 

causes memory issues, we try to utilize the variable size. My DCL laptop's configuration 

is also inadequate for working with a large volume of data and implementing this project. 

My laptop takes a long time to load train/test csv files and examine data, which makes it 

difficult for me to focus on my assignment. During feature engineering, encoding, and 

model training, I encountered coding problems that took months to resolve. Then, with 

help from my manager and a few competent developers from GitHub and Kaggle, I finish 

my implementation. On my laptop, the complete program runs in about 10 to 11 hours. I'm 

less eager to conduct additional research for this topic as a result. If I get a supercomputer 

or laptop with a high configuration, I can boost the accuracy of this project. A variety of 

problems emerged as a result of the working method. 
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CHAPTER 3 

RESEARCH METHODOLOGY 

3.1 Introduction 

We shall outline our study techniques and approach in this section. Additionally, this 

workshop will cover the research project's tools, data collecting, the research question, pre-

processing, statistical analysis, and its application. 

Figure 3.1 provides a quick overview of our E-commerce website process. 

 

 

 

 

 

 

 

 

 

 

 

 

                        Figure 3.1: Website Methodology at a Glance 

 
Step 1 User Through internet anyone can visit our E-commerce site. Those who are 

suffering from malware/virus attack and want to check whether there is any malware in 

          USER  Select Paid Service Request For Malware          

Checking 

 Send To Admin Malware Prediction 

System 

Final Prediction Result Send To 

The User 



 

©Daffodil International University                                                                                                           10 

 

their file, can see our paid services list. Our website is user-friendly and all of the process 

is very easy. Everyone can visit our website. 

Step 2 Select Service Customers can choose any service from a list of services. They can 

also cart a variety of services. They can add any service to the cart and check there order 

in order section. Then he will decide which service have to confirm. 

Step 3 Request For Malware Checking Anyone with access to the internet can visit our 

e-commerce site. Those who have been the victim of a malware/virus attack and want to 

know if there is malware in their file can look at our paid services list. After that customer 

have to confirm the order and pay the service charge. 

Step 4 Send To Admin After successfully paying for the services, the consumer will email 

our admin their file or data. By doing than that our team can access to the victim's files/data 

for malware checking. 

Step 5 Malware Prediction System Now, our admin will use a malware prediction engine 

to predict the file or data and generate the results. We use the LGBM, XGB, Logistic 

Regression, and CatBoost Regressor models here. However, in order to save memory and 

time, I chose the LGBM algorithm for the model. To train my model, I used the tree-based 

gradient boosting framework lightgbm. There are 83 features in our training data set. 

among them, we chose five features for feature engineering, including "EngineVersion," 

"AppVersion," "AvSigVersion," "OsBuildLab," and "Census OSVersion." After 

performing exploratory data analysis and feature engineering, we can see in figure 3.2 

Feature Importance that our selected features performed best among all features with 

LGBM. 
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Figure 3.2: Feature Importance 

 

Step 6 Final Prediction Result Send To Customer After generating final malware 

prediction result it will be sent to the paid customer through email. 
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3.2 Research Subject and Instrumentation 

We see that the examination's core component is information. Finding spectacular data and 

a fantastic method or model for our investigation work is a really hard task for a specialist. 

We also need to look at relevant exam papers. At that time, we must decide between a few 

options: 

-Which information needs to be gathered? 

-How can we make sure that everyone will hear about our project? 

-How should an e-commerce website be set up? 

-How do I shrink a Data Frame? 

 

3.3 Website Design and working Activities 

In this section you can see our Trello sprint of website design and working activities. The 

key features of our E-commerce site are : 

1. password hashing.  

2. Session. 

3. Cart. 

4. Return to same service after adding cart.  

5. Middleware. 

 

Password Hashing Password hashing is the process of converting plaintext into an 

unintelligible series of numbers and letters by running it through a hashing algorithm 

(MD5, SHA, etc.). We use MD5 with the Django Framework in our e-commerce site. As 

we work on Windows security, we pay special attention to the security of our e-commerce 

site. Shown in figure 3.3.1 
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                                          Figure 3.3.1 Password Hashing 

 

Session A session is a collection of user interactions with your website that happen over 

the course of a specific period of time. A single session, for instance, may include a number 

of website views, events, social interactions, and online purchases. In our E-commerce site 

session is used for to save information server-side while preserving user privacy in order 

to avoid keeping enormous volumes of data in-browser. 

  

Cart A vital part of an ecommerce marketplace is the cart page. Users can easily check out 

by placing everything in their shopping cart and making an online payment on this page. 

To comprehend what a cart page does, picture a standard shopping cart in a store. In figure 

3.3.1 shows our website cart page. 
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                                                Figure 3.3.2 Cart paid Services 

 

Middleware Middleware is software and cloud services that provide common services and 

capabilities to applications and assist developers and operators in more efficiently building 

and deploying applications. Middleware serves as a layer between applications, data, and 

users. In our site middleware used as when user choose or request for any services the have 

to sign in or signup to our e-commerce site. 

 

Trello Sprint of working Activities Trello is a list-making tool that runs on the web and 

is created by Trello Enterprise, an Atlassian subsidiary. Trello is a graphical work recording 

and project management tool that enables us to handle any kind of activity. Add paperwork, 

a to-do list, or even automation: Make everything specific to how we work best. 
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Figure 3.3.3: Trello sprint 
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3.4 Data Pre-Processing Procedure & Dataset 

I chose the Microsoft Malware prediction problem statement from Kaggle, an online 

community of data scientists and machine learning practitioners that runs competitions to 

use machine learning and artificial intelligence to solve real-world problems. I obtained the 

files train.csv and test.csv directly from Kaggle, who held the competition. 

Train.csv: - This file has 8921483 items, each of which corresponds to a computer that is 

uniquely identified by a MachineIdentifier. The ground truth of this file is the 

HasDetections field, which shows whether malware was found on the system. It has 83 

columns, among them MachineIdentifier and HasDetections, which are used to train the 

model. Features, columns, and variables are comparable to one another in this context, so 

I'll use them all interchangeably in this article. 

Test.csv: - There are 7853253 entries in this file. and, with the exception of HasDetections, 

has 82 columns, including MachineIdentifier. 

 

3.4.1 Utilize Variable Size 

We'll try to load the variables size can show in figure 3.4.1 because reading enormous 

amounts of data as usual leads to memory errors. We'll load the following variables: -

Objects can be loaded as categories. -Binary data is converted to int8. -Binary values with 

missing values are converted to float16 (int does not comprehend nan); category may also 

be used in this situation. -The entire 64-bit encoding is altered to 32 bits, or 16 of the 

possible. 

 
Figure 3.4.1: Utilize variable size And Loaded data 
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3.4.2 Function to Reduce Data Frame Size 

To avoid memory usage error in Google CoLab we use a function that help us to reduce 

our data frame size. This is a much needed function for those who have low configuration 

laptops and computer. 

 

 

 
 
                               Figure 3.4.2: Reduce data frame size 
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3.4.3 Features 

A feature is a part of something that makes it special or able to work better. The dataset 

that was obtained has 83 features. The HashDetections variable is the target. We have 83 

features with a variety of data types, therefore feature selection is necessary before we 

begin working with the data. 

 

 

Figure 3.4.3: Features List 
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3..4.4 Target Variable Exploration  

The target variable in a dataset is the piece you want to better understand. The user would 

like to assess this variable in light of the rest of the data. The majority of the time, standard 

supervised learning is applied to derive the target variable. Such an algorithm takes use of 

past data to spot trends and find links between the target and various pieces of your data. 

According to the aim and the available information, the target variables could change. 

HasDetections is our target variable in this case. We shall forecast malware in the base of 

this variable. 

 

                

 

                   Figure 3.4.4: Target Variable 
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3.4.5 EDA & Data Exploration 

Data scientists use exploratory data analysis (EDA) to analyze and investigate data sets and 

summarize their main characteristics, often using data visualization methods. It aids in 

determining how to best manipulate data sources to obtain the answers required, making it 

easier for data scientists to discover patterns, detect anomalies, test hypotheses, and 

validate assumptions. We have 82 characteristics with a variety of data formats; some of 

these features may have highly correlated values, skewed distributions, or null values, 

rendering them unusable. In order to begin working with the data, feature selection is 

mandatory. 

 

                                                 Figure 3.4.5: Data Exploration 

 

As there is only one record for each system and the Machine Identifier says nothing about 

the infection, it has no purpose in this context. ProductName, EngineVersion, and 

AppVersion are not mentioned in the data description, but we may be able to gather useful 

information from them that suggests the device has been infected with malware. 
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                                                      Figure 3.4.5.2: Data Exploration 

 

3.4.6 Missing Values Pre-processing 

Missing data, also known as missing values, occurs in statistics. The conclusions that can 

be derived from the data can be significantly impacted by missing data, which is a typical 

occurrence. Missing data can make the model less accurate. Because null values are present 

during preprocessing, the visualization we obtain for a certain feature may be deceptive. 

The final model that is produced might be skewed. In actual life, these null values may lead 

to issues. First, we find the missing values: - 
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                                                 Figure 3.4.6.1: Missing Values 

 

We will think about deleting the two features that have 99% missing values because they 

are essentially meaningless. We will then use correlation or feature impotence to check the 

95% and 83% values. 

 

                                          Figure 3.4.6.2: Missing Data imputation 
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3.4.7 Skewness Check 

The absence of symmetry is what is referred to as a distribution's skewness. The Mean, 

Median, and Mode are equivalent in a symmetrical distribution. The skewness of the normal 

distribution is 0. Skewness reveals information about our data's distribution. When the 

skewness value is larger than 1 or lower than -1, the distribution is strongly skewed. A 

mildly skewed value is one between 0.5 and 1 or -0.5 and -1. When the value falls between 

-0.5 and 0.5, the distribution is considered to be fairly symmetrical. After skewness check 

train_df shape was (8921483, 69) and test df shape was (7667789, 69). means 69 features 

and 8921483 entries in train dataset. Shown in figure Figure 3.6.5.2. 

 

 

        Figure 3.4.7: After Skewness check train_df shape & Feature list 
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3.4.8 Correlation Test 

Correlation analysis assesses the strength of a link between two variables. Through 

correlation analysis, you may find the correlation coefficient, which shows how much one 

variable change when the other one does. You can determine the linear relationship 

between two variables using correlation analysis. The correlation of features with the target 

variable allows us to determine which features will affect the model's ability to predict 

toward the ground truth or the target variable in this case, "HasDetections." This aspect of 

exploratory data analysis greatly aided me in improving the performance of my model. To 

reduce the dimensions, look into the correlation between the different factors. We will 

divide each of the ten columns for better viewing. Keep the variables with higher value 

variants and remove the others. We will eliminate RtpStateBitfield because it has more 

values. Now let’s check the correlation between all features in figure 3.6.4 

 
                                   Figure 3.6.6.4: Correlation Between All Feature 
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3.5 Feature Engineering 

Feature engineering is the process of modifying your data set, including addition, deletion, 

combination, and mutation, in order to enhance the training of your machine learning model 

and achieve improved accuracy and performance. A solid understanding of the business 

issue and the data sources at hand is the foundation for effective feature engineering. Feature 

creation, transformation, extraction, and selection are the four processes. As follows is a 

description of these procedures: Finding the most beneficial variables to include in a 

predictive model is the process of creating features. Following exploratory data analysis, 

feature engineering is regarded as the most important aspect of developing a good machine 

learning system. We chose five features as part of feature engineering: 'EngineVersion,' 

'AppVersion,' 'AvSigVersion,' 'OsBuildLab,' and 'Census OSVersion.' 

 

                                         Figure 3.5: Feature Engineering 

 

3.6 Encoding 

Because the dataset contains categorical features but the model performs well when 

numerical values are fed, I encoded the categorical features first before implementing the 
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first cut approach. There are several encoding techniques for encoding categorical features, 

but I used frequency encoding for this problem statement. 

 

                                       Figure 3.6: Encoding 

 

3.7 Model Select 

Here we implement the LGBM, XGB, Logistic Regression, CatBoost Regressor model. 

But for insufficient memory usage and reduce time I select LGBM algorithm for the model. 

I used the tree-based gradient boosting framework lightgbm to train my model. Due to the 

size of the dataset and the fact that lightgbm is well renowned for its high speed, low 

memory usage, and excellent handling of data with a high number of categorical 

characteristics, I chose this technique as a first cut option. By separating the data into folds 

and then using each fold as a testing set, I had employed stratified K-Fold cross validation 

to validate the evaluation measure. Model accuracy was at its highest with the application 

of stratified 5-fold cross validation. 
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                                                Figure 3.7: LGB Model select 

 

3.8 Statistical Analysis 

To identify patterns and trends, data is gathered and evaluated for statistical analysis. It is a 

part of data analytics. Statistical analysis may be used for tasks including getting research 

interpretations, statistical modeling, or developing surveys and studies. Businesses that deal 

with massive amounts of data may also find it useful in their business intelligence operations. 

Statistical analysis in the context of business intelligence entails gathering and examining 

each data sample in a set of things from which samples can be drawn. In our dataset, it 

contains 8921483 entries in train data file and 7853253 entries in test data file data. To apply 

machine learning algorithm, we have tried to find out better accuracy in our model. We have 

briefly described how we conducted our research in this figure. Figure 3.6 shows us how to 

proceed step-by-step toward our goal. 
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                                         Figure 3.6: Proposed Model Structure 

 

 

 

Load Data 

Data Processing and Feature Engineering 

Select and Applying Machine Learning 

Algorithm 

    XGBoost Logistic Regression 

Final Result Analysis 

    LightGBM 

 

 

CatBoost Regressor 

      EDA & Data exploration 

                Encoding 
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3.9 Implementation Requirements 

 

Python 3.8 

There is Python 3.8 available. The programming language used is sophisticated. Most 

scholars use it in their studies. It is a highly recommended programming language for AI-

based work and is especially well-liked by the upcoming generation of programmers due 

to how easy it is to learn and understand. 

 

Google Collab 

Python is made available as free to use open-source software through Google Collab. It is 

possible to work here online using both the Jupiter notebook and our browser. The major 

benefit of Google Collab is that it provides us with free internet access to virtual GPUs. 

 

Hardware & Software Requirements 

 Operating System (Windows 8 or higher), 

 Web browser (Chrome is preferred), SSD (Minimum 4 GB),  

 and RAM are requirements (More than 4 GB) 
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CHAPTER 4 

EXPERIMENTAL RESULT AND DISCUSSION 
 

 

4.1 Experimental Setup 

We first gathered the data for use in our model and code execution. The system is described 

below:  -We gathered information from numerous official websites while we worked on 

the forecast of malware and viruses in the Microsoft Windows operating system. 

-The majority of the time allotted to us for the exploratory project was used to generate the 

model and pre-process the variables and missing values. 

-We also got information from the online Kaggle website. 

At that moment, the information has been completed and standardized, allowing us to begin 

the implementation process. 

 

4.2 Model Summary 

After performing exploratory data analysis and feature engineering, I trained a model using 

the lightgbm first-cut procedure, which is a tree-based gradient boosting framework. Due to 

the size of the dataset and the fact that lightgbm is well renowned for its high speed, low 

memory usage, and excellent handling of data with a high number of categorical 

characteristics, I chose this technique as a first cut option. 

 

4.3 Experimental Result and Analysis 

 After pre-processing and data exploration, we used a variety of calculations. We'll talk 

about the results of several calculations shortly. We used our overall highlights, which we 

extracted by reading numerous articles, from the beginning and performed various AI 

computations to determine the accuracy of our model. The average accuracy we obtained 

was quite close to 74%. 
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We have got almost same type of accuracy by using LGBM, we have got 0.7387 valid auc 

and by using XGB we have got 0.7115 valid auc, using LCV we have got 0.72393 valid 

and lastly by using CatBoost we have got 0.728781 valid accuracy that has been shown. 

 

Table 4.1: Accuracy Table 

 

Algorithm Name Accuracy 

LightGBM 74% 

XGB 71% 

Logistic Regression 72% 

CatBoost Regressor  73% 

 

 

                            Figure 4.3: LightGBM Accuracy 

 

4.4 Model Accuracy compare 

 

              Author Jugaloza Model           Proposed Model 

 

Training AUC   0.767875 

Validation AUC  0.738783   

 

      Figure 4.4.1: LightGBM Model Accuracy Compare with Author Jugaloza Model 
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4.5 Discussion 

Our dataset and model have been modified. According to the update, this model can be 

used for a variety of purposes. We have made progress in characterizing the precision of 

effect expectations. The model makes it possible to consider as well as discover the 

appropriate result. Also, we are able to reach everyone with our E-commerce site. Where 

anyone through internet can take our paid services to predict their windows file. however, 

we are working on to build the model in our website. If we successfully do then it will be 

a great windows security assault.     
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CHAPTER 5 

IMPACT ON SOCIETY, ENVIRONMENT AND SUSTAINABILITY 

 

 

5.1 Impact on Society 

A computer virus has the power to infect and endanger life much like a biological virus 

does. Malicious software encompasses more than simply straightforward viruses; it also 

contains worms, Trojan horses, and ransomware. Since the late 1980s, there has been 

malware. Hacking used to be a way for people to get attention online, but these days it's 

more of a business. Cyber attacks come from all across the world, and not just one person 

can profit from them. In the past 20 years, a large number of cybercrime syndicates have 

emerged, and governments from all over the world support hacker communities. Malware 

has evolved over the past 25 years to focus less on testing the integrity of computer security 

and more on being well-known in the shadowy online community. 

 

5.2 Impact on Environment 

Malicious malware, sometimes known as malware, has a big impact on our civilization. In 

order to make money, sophisticated malware is increasingly being used against consumers, 

utility software, and user apps. Some of the dangers include copyright violations, the theft 

of private information like credit card details, spamming, impersonation, and financial 

extortion (ransomware). It is a hacker-operated cybercrime. Indeed, those who hack into 

computers and networks for illegal purposes are known as crackers. As a result, computing 

systems are very concerned about cyber security. 
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5.3 Ethical Aspects 

There are several ethical aspects to consider when discussing malware predict and the 

use of machine learning to detect it. 

First, it is important to ensure that the privacy and confidentiality of individuals are 

protected. This includes ensuring that personal data is collected, stored, and used in a 

way that is in accordance with relevant laws and regulations. It is also important to 

ensure that individuals are informed about how their data will be used and have the 

opportunity to opt- out or withdraw their consent if they wish. 

Second, it is important to ensure that the use of machine learning to detect malware 

does not discriminate against certain individuals or groups. This could include issues 

such as biased training data or algorithms that are more likely to misdiagnose certain 

groups of people. 

Third, it is important to consider the potential consequences of a misdiagnosis or a 

false positive or negative result. It is important to ensure that any machine learning 

approach is accurate and reliable in order to minimize these risks. 

It is important to consider the potential ethical implications of these developments in order 

to ensure that the technology is used in a responsible and ethical manner.  

 

5.4 Sustainability Plan 

We will attempt to employ additional machine learning algorithms and raise the scores now 

that we have a lot better grasp of the ways that are frequently used to accomplish the 

Microsoft Malware Prediction challenge. 

-We will work with Artifical Intelligent. 

-We will build proposed model into our E-commerce site.  

-We'll also perform hyperparameter adjustment to get better outcomes. 
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CHAPTER 6 

SUMMARY, CONCLUSION, RECOMMENDATION, IMPLICATION 

FOR FUTURE RESEARCH 

 

 

6.1 Summary of the Study 

To forecast malware and viruses, we have developed this study project. LightGBM 

Algorithm has been shown by the project to be the best algorithm for its analysis. To 

evaluate the accuracy of several author models with the suggested model, data has been 

gathered. In our studies, we pre-process the Microsoft malware prediction dataset in the 

best way possible to obtain the highest possible valid accuracy. 

 

6.2 Conclusion 

When we select various machine learning algorithms to conduct our training and testing, 

there is always a compromise. It is clear that machine learning algorithms are not without 

their difficulties. Memory use, processing time, and output accuracy are the primary 

difficulties or so-called issues. The project's findings attest to that as well. This is due to 

the fact that the runtime of the earlier method, which uses LightGBM and has a shorter 

runtime than the other algorithm, has increased when it attempts to prioritize memory. In 

general, we may state that longer-running algorithms were able to perform more 

effectively. One very key finding is that every algorithm requires some method of 

preparing the data; hence, it is highly vital to know what the data is beforehand to 

preprocess the data because most algorithms would have performed worse if that very 

critical step was skipped. 
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6.3 Recommendations 

Because of the development of malware and virus detection, the digital age has witnessed 

a number of significant developments. Artificial intelligence will ultimately decide the 

future of this planet. An important component of that innovation is AI. Therefore, 

developing AI-based frameworks to solve our problems is essential for the advancement 

of the current advances. Therefore, technologists and experts need to concentrate on this 

field. The information classifier is perhaps one of the core components of AI. It might 

completely refute previous theories regarding how the device worked. 

6.4 Implication for Further Study 

We will attempt to employ additional machine learning algorithms and raise the scores now 

that we have a lot better grasp of the ways that are frequently used to accomplish the 

Microsoft Malware Prediction challenge. 

-We will work with Artifical Intelligent. 

-We will build proposed model into our E-commerce site.  

-We'll also perform hyperparameter adjustment to get better outcomes. 

-Apart from that, we would examine the impact that increasing iteration would have on   

accuracy. -Takeaways from the project include: - Frequency/OH Encoding for handling 

categories during preprocessing. - Making sensible and effective use of training and testing 

datasets. - How to use ML algorithms to solve issues. 
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APPENDIX RESEARCH REFLECTION 

  

We have encountered a variety of issues while working on the project. But among 

them, three issues were really significant. Data pre-processing, choosing the 

algorithm query, and managing memory consumption are three examples. We 

attempted numerous approaches to solving our difficulties before using the 

LightGBM method, but we were unable to achieve the optimum results. Memory 

use, processing time, and output accuracy are the primary difficulties or so-called 

issues. 
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