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ABSTRACT 

 

Breast cancer is a disease in which cells in the breast grow out of control. In Bangladesh 

the rate of breast cancer occurrence is estimated to be 22.5 per 100,000 females of all ages. 

In case of Bangladeshi women, aged between 15-44 years, breast cancer has the highest 

prevalence 19.3 per 100,000 compared to any other type of cancer. Breast cancer can occur 

in both men and women, but it's far more common in women. There are many researches 

who have worked on detection of breast cancer using deep learning techniques. But their 

works are dedicated to one particular dataset. In this paper I try to detect the breast cancer 

by using a deep learning techniques Convolutional Neural Network (CNN). I also use three 

pre-trained CNN models VGG-16, Inception V3 & ResNet50 to compare with my CNN 

model. In this paper I worked with two datasets. One BreaKHis dataset (Histopathology 

Image) & the another one (MRI Image) is taken from Kaggle. Aim of this paper is to detect 

the breast cancer by using deep learning model with maximum accuracy. The experimental 

results show that for histopathology image VGG-16 gives the highest accuracy of 99.32% 

and for the MRI image Inception V3 gives the highest accuracy of 95.36%. All experiments 

are executed within Jupyter Notebook, Google Colaboratory and PyCharm platform. 
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CHAPTER 1 

Introduction 

 

1.1 Introduction 

One of the terrible diseases in this world is cancer and especially the breast cancer in 

women is very dangerous. The second major cause of women's death is breast cancer [1]. 

In 2017, around 252,710 new diagnoses of breast cancer were expected in women, and 

around 40,610 women almost died from the disease [2]. As per the World Health 

Organization (WHO) breast cancer will be diagnosed 19.3 million times by 2025 [3]. More 

than 13,000 women in Bangladesh are infected with breast cancer and over 7,000 die every 

year, according to data from the International Agency for Research on Cancer (IARC). 

 

1.2 Motivation 

In Bangladesh breast cancer remains the most dreadful cancer of women. It causes almost 

69% death of women. This event rate rises daily as a result of public ignorance, lack of 

trust in medical care, incorrect screening, mistreatment, and lack of will to seek 

institutional care and management. So somehow if it happens that the breast cancer can be 

detected earlier then the patient might start the treatment earlier and may live. That is why 

I try to build a model based on deep learning which will detect the breast cancer depending 

on both histopathological and MRI images. 

 

1.3 Objective 

The objective of this paper is to detect the breast cancer by using deep learning technique. 

With the help of deep learning if we manage to detect the breast cancer earlier the patient 

may have chance to get proper treatment. To detect the cancer, I used Convolution Neural 

Network (CNN). In this paper, I try to focus on both histopathological & MRI images. To 

train the model I used two datasets. For histopathological image I used BreaKHis dataset 
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[4] and the MRI image dataset was taken from Kaggle [5]. To detect the cancer, I used 

CNN which is very popular for the image classification. 

 

1.4 Expected Outcome 

As I said earlier, my research will detect the breast cancer. And it will be lot easier for both 

doctors and patients to identify the cancer. So that they can take quick necessary action 

against it. My system will work upon two types of images like histopathology images & 

MRI images. 

 

1.5 Report Layout 

In this chapter I try to cover some basic idea of “A deep learning model which will detect 

the breast cancer” and also describe about the motivation, objective and expected outcome 

for this research. In chapter two, focus on related literature review, research summary & 

tools and software which I used on this research. Chapter three is for research methodology. 

Chapter four is dedicated to experimental results. The impact of this research, on society 

and the sustainability is discus on chapter five. In the last chapter I keep the conclusion and 

the future scope of the work. In the last portion of the report I add, appendix and references. 

 

 

 

 

 

 

 

 

 



 

 
©Daffodil International University 

3 
 

CHAPTER 2 

Background Study 

 

2.1    Introduction 

In this research I used CNN to build the model. I also used three pre-train CNN models 

which are VGG-16, Inception V3 & ResNet50 to compare with my model. I used Python 

as programming language and TensorFlow as deep learning library. 

 

2.2    Literature Review 

For the research I have reviewed some related papers. In [6] this paper the researchers used 

an ensemble voting ML technique for analysis breast cancer. Firstly, they had contrivance 

logistic algorithm on the datasets & implemented NN Contrivance logistic process. And 

they have seen that the suggested strategy has acquired the 98.50% precision. For this work, 

they took 16 features only into the consideration of breast cancer analysis.  

For effective breast cancer detection, the researchers in this publication [7] suggested a 

hybrid model combining numerous Machine Learning (ML) methods, including Support 

Vector Machine (SVM), Artificial Neural Network (ANN), K-Nearest Neighbor (KNN), 

and Decision Tree (DT). These researchers' findings imply that the most often used 

technique for applications involving cancer diagnosis is SVM. In this paper, the SVM's 

maximum accuracy was 99.8%. and according to the researchers that can be improved to 

100%.  

In [8] this paper the researchers compare the performance between different machine 

learning algorithms, Support Vector Machine (SVM), Decision Tree (C4.5), Naive Bayes 

(NB) and k Nearest Neighbors (k-NN) on the datasets is conducted by Wisconsin Breast 

Cancer. Their experimental results show that SVM gives the highest accuracy (97.13%) 

with lowest error rate.  
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In [9] this paper the researchers developed an image analysis approach using deep learning 

to conduct image analysis on H&E stained breast tumor tissue. Image-based classifiers for 

tumor grade, ER status, PAM50 intrinsic subtype, histologic subtype, and risk of 

recurrence score were developed using a training set of 571 breast cancers (ROR-PT). 

Low-intermediate vs. high tumor grade (accuracy rate: 82%); ER status (accuracy rate: 

84%); Basal-like vs. non-Basal-like (accuracy rate: 77%); Ductal vs. Lobular (accuracy 

rate: 94%); and high vs. low-medium ROR-PT score (accuracy rate: 75%). 

In [10] this paper the researchers use AlexNet in the neural network to extract features from 

breast cancer images for training purposes. During the training and testing process, the 

proposed model achieves higher accuracy of 98.44% and 98.1%.  

In [11] this paper the researchers use texture features for detection of cancer. These texture 

features are extracted from the ROI. The dataset is taken from DDSM Database which 

contains approximately 3000 cases and is being used worldwide for cancer research. 

 

2.3    Research Summary 

In this research I used two datasets. One is for histopathology images which is BreaKHis 

dataset. And the another one is for MRI images which is taken from Kaggle. For image 

classification I used CNN & also three pre-trained models which are VGG16, Inception 

V3 & ResNet50. For my CNN model I have divided both datasets into three-part 80% 

training, 10% validation & 10% testing. And for the pre-trained models I divided both 

datasets into two part 80% is for training and the rest 20% is for validation. I keep the 

image size 224 X 224 and other augmentation properties. After the training I have achieved 

maximum 99.32% of accuracy for histopathology image in VGG-16 and for the MRI image 

I have got 95.36 % accuracy in Inception V3.  
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2.4    Tools and Software 

For this research I have use Python as programming language. To use deep learning and 

high-level neural network I install Keras and TensorFlow in both Anaconda Navigation 

and Google Colaboratory. I also used PyCharm to create API in backend. 

 

2.5    Scope of the Problem 

There are so many ways to identify the breast cancer. But my research is dedicated to only 

two type of images which are histopathology & MRI images. So, others image could not 

be identified by this model.  

 

2.6    Challenges 

Collecting the datasets wasn’t very hard part. The challenging part was to train the models 

and doing epochs because of having no external GPU in my system. So, it takes a lot of 

times to train my models. 
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CHAPTER 3 

Research Methodology 

 

3.1    Introduction   

This chapter is all about dataset, data pre-processing, data augmentation, data split and 

transfer the train data into TensorFlow for training the model. In every step after the 

training, it takes a look at validation data and send data for testing. And finally, the data is 

sent for testing. All those steps will be discussed in this chapter. 

 

3.2    System Design   

The system design is shown in figure 3.2.1: 

 

Figure 3.2.1: System design 
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3.3    Data Collection Procedure  

In my work I used two types of datasets. One is histopathology image dataset & another is 

MRI image dataset.  

I have used BreaKHis dataset for histopathology image. The dataset is publicly available. 

The dataset contains 7909 breast cancer histopathology images acquired on 82 patients. In 

which 2480 images are benign and 5429 images are malignant.  

And the MRI dataset is taken from Kaggle. There are 600 female patients in all. There are 

780 photos in the dataset. In which 437 images are benign, 210 are malignant and 133 are 

normal images. In this table 3.3.1 I shown the detailed statistics of both datasets. 

 

Table 3.3.1: Statistics of datasets 

Label 

 

Total no 

of 

images 

No of 

benign 

images 

No of 

malignant 

images 

No of 

normal 

images 

Image 

format 

Image 

size 

Histopath

ology 

Image 

7909 2480 5429 0 PNG 700*460 

MRI 

Image 

780 437 210 133 PNG 500*500 

 

 

3.4    Data Pre-processing 

In this pre-processing stage I resize the images into 224*224 pixels and normalized the 

RGB values into -1 to 0 and 1 by rescale = 1.0/255.  
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3.5    Split the Data   

The histopathology dataset has two categories benign and malignant, on the other hand the 

MRI dataset has three categories benign, malignant and normal. I have divided both the 

datasets into 80% training, 10% validation and 10% for testing for my CNN model. And I 

also split both datasets into two part 80% training & 20% validation for three pre-trained 

models.  

 

3.6    Transfer Learning     

Transfer learning is a method for transferring knowledge from one model to another in 

deep learning and machine learning. This process is basically used when the amount of 

data is small to properly train the model. In this case I have use the VGG-16, Inception V3 

& ResNet50 to compare with CNN model. And to see that which model perform better.  

 

3.7    Pre-trained Model  

To comparison my CNN model I have used three pre-trained CNN models. They are, 

VGG-16: 

The network receives a dimensioned image as input (224, 224, 3). The same padding and 

64 channels with a 3*3 filter size are present in the first two layers. Then, two layers have 

convolution layers of 128 filter size and filter size following a max pool layer of stride (2, 

2) (3, 3). The next layer is a max-pooling stride (2, 2) layer that is identical to the layer 

before it. There are then 256 filters spread across 2 convolution layers with filter sizes of 3 

and 3. There are then two sets of three convolution layers, followed by a max pool layer. 

Each filter has the same padding and has 512 filters of size (3, 3). The stack of two 

convolution layers is then given this image. Finally, 3 dense layers are using to calculate 

the output. In this figure 3.7.1 I have shown the architecture of VGG-16. 
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Figure 3.7.1: Architecture of VGG-16 

 

Inception V3: 

Convolutional neural network model Inception-v3 has 48 layers and was pre-trained. It is 

a network that has been trained using a variant of the ImageNet database's more than a 

million photos. In this figure 3.7.2 I have shown the architecture of Inception V3. 

 

Figure 3.7.2: Architecture of Inception V3 
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ResNet50: 

There are 5 stages in the ResNet-50 model, each with a convolution and an identity block. 

Each identity block and each convolution block each have three convolution layers. There 

are around 23 million trainable parameters in the ResNet-50. In this figure 3.7.3 I have 

shown the architecture of ResNet50. 

 

 

Figure 3.7.3: Architecture of ResNet50 

 

3.8    Training the Model 

To train the model I used CNN. I also used three pre trained CNN models VGG-16, 

Inception V3 & ResNet50 to compare with my model. I chose Jupyter Notebook and 

Google Colaboratory for the programming. To train the model I need to determine the 

batch size and epochs that will be discussed below: 

Batch Size 

The amount of training samples used in one iteration is referred to as the "batch size" in 

deep learning. In this study, I define the batch size as 32. 

Epoch 

A hyperparameter known as "epochs" determines how many times the learning algorithm 

will run through the full training dataset. In this study I keep the number of epochs 20 for 

all the models. 
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3.9    Model Configuration    

Convolutional Neural Networks, also known as CNNs, are a subset of artificial neural 

networks used in deep learning and are frequently employed for object and picture 

recognition and categorization. Thus, Deep Learning uses a CNN to identify items in a 

picture. 

Convolutional Layers 

The foundation of a CNN is a convolutional layer. It has a number of filters or kernels 

whose parameters must be learned over the course of training. Typically, the filters' size is 

smaller than the original image. Each filter produces an activation map after it convolves 

with the image. 

Max Pooling   

A pooling procedure called max pooling determines the highest or greatest value in each 

patch of each feature map. By offering an abstracted version of the representation, max 

pooling aids in reducing over-fitting. Additionally, it gives the internal representation 

fundamental translation invariance and lowers the computational cost by lowering the 

number of parameters to learn. 

Fully Connected Layer  

Fully Connected layers in neural networks are those layers where all the inputs from one 

layer are connected to every activation unit of the next layer. It also known as linear layers, 

connect every input neuron to every output neuron and are commonly used in neural 

networks. 
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3.10    Model architecture    

Tensor Flow is a powerful tool that makes it easy to create, train, and deploy Machine 

Learning or Deep Learning models. I create CNN model for both type datasets to process 

the images. A deep neural network class called a convolutional neural network is frequently 

used to analyze visual imagery. A simple architecture of CNN is given bellow in figure 

3.10.1                                     

 

Figure 3.10.1: Basic CNN architecture 

 

Architectures 

The architecture of my CNN models for both datasets are given bellow. In figure 3.10.2 

and 3.10.3 I have given my two CNN models architecture for histopathology and MRI 

images. 
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Figure 3.10.2: CNN model architecture of histopathology images 
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Figure 3.10.3: CNN model architecture of MRI images 
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3.11    Parameter  

Parameters are learned or estimated purely from the data during training as the algorithm 

used tries to learn the mapping between the input features and the labels or targets. All the 

trainable and non-trainable parameters for my CNN and three pre-trained models VGG-

16, Inception V3 & ResNet50 are given in table 3.11.1 

 

Table 3.11.1: Model parameters 

Image Type Model Total 

Parameter 

Trainable 

Parameter 

Non-

trainable 

Parameter 

Histopathology 

Image 

CNN 171,394 171,394 0 

VGG-16 14,764,866 50,178 14,714,688 

Inception V3 21,905,186 12,402 21,802,784 

ResNet50 23,788,418 200,706 23,587,712 

MRI Image CNN 171,459 171,459 0 

VGG-16 14,789,955 75,267 14,714,688 

Inception V3 21,956,387 153,603 21802,784 

ResNet50 23,888,771 301,059 23587712 
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3.12    Hyper parameter tuning   

Learning process is depended on hyper parameters. The performance of a model changes 

according to the response of hyper parameter. A list of hyper parameters which I have used 

in my model is given bellow in table 3.12.1: 

 

Table 3.12.1: Hyper Parameters 

No Name of Hyper Parameter Tuning 

01 Epochs 20 

02 Batch Size 32 

03 Width, Height 224*224 

04 Shuffle True 

05 Train, Validation & test 80%, 10%, 10% 

06 Rescale 1.0 / 255 

07 Horizontal & Vertical Flip False 

08 Model Sequential 

09 Activation relu & softmax 

10 Optimizer adam 

11 Loss SparseCategoricalCrossentropy, 

binary_crossentropy 

12 Metrics Accuracy 
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CHAPTER 4 

Experimental Results and Discussion 

 

4.1    Introduction 

In this chapter I am going to discuss about the result. These results are taken from my final 

work. I have achieved a good accuracy from my models. In table 4.1.1 I have shown all 

the model accuracy. 

Table 4.1.1: Model Accuracy 

Image Type Model Accuracy 

Histopathology 

Image 

CNN 90.85% 

VGG-16 99.32% 

Inception V3 88.66% 

ResNet50 77.50% 

MRI Image CNN 94.35% 

VGG-16 91.04% 

Inception V3 95.36% 

ResNet50 70.24% 

 

 

4.2    Result/Output 

Model Evaluation: 

Without evaluation we cannot be able to understand how our model is working. In figure 

4.2.1, 4.2.2, 4.2.3 & 4.2.4 I have given the training and validation accuracy & training and 

validation loss of CNN, VGG-16, Inception V3 & Resnet50 for histopathology images. 
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Figure 4.2.1: Training and validation accuracy & training and validation loss of CNN for histopathology 

image. 

 

 

Figure 4.2.2: Training and validation accuracy & training and validation loss of VGG-16 for histopathology 

image. 
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Figure 4.2.3: Training and validation accuracy & training and validation loss of Inception V3 for 

histopathology image. 

 

 

Figure 4.2.4: Training and validation accuracy & training and validation loss of ResNet50 for 

histopathology image. 
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In figure 4.2.5, 4.2.6, 4.2.7 & 4.2.8 I have given the training and validation accuracy & 

training and validation loss of CNN, VGG-16, Inception V3 & Resnet50 for MRI images. 

 

Fig 4.2.5: Training and validation accuracy & training and validation loss of CNN for MRI image. 

 

 

Fig 4.2.6: Training and validation accuracy & training and validation loss of VGG-16 for MRI image. 
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Fig 4.2.7: Training and validation accuracy & training and validation loss of Inception V3 for MRI image. 

 

 

Fig 4.2.8: Training and validation accuracy & training and validation loss of ResNet50 for MRI image. 
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So, from the above figure we can say that, in the experiment may pre-trained model have 

more accuracy than my CNN model but CNN perform more stable than those three pre-

trained models. For histopathology images VGG-16 achieved maximum accuracy of 

99.32% but my CNN model performs better than other two pre-trained model InceptionV3 

& ResNet50 and achieved accuracy of 90.85%. On the other hand, for MRI images 

InceptionV3 achieved maximum accuracy of 95.36% and my CNN model also achieved 

almost the same accuracy of 94.35% and performs better than other two pre-trained models 

VGG-16 & ResNet50. 

Confusion Matrix: 

A table called a confusion matrix is used to describe how well a classification system 

performs. A confusion matrix shows and sums up a classification algorithm's performance. 

Figure 4.2.9 represent the fundamental table of confusion matrix. 

 

Fig 4.2.9: Confusion Matrix 
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In table 4.2.1 & 4.2.2 I will show the confusion matrix for two CNN models. 

 

Table 4.2.1: Confusion matrix of CNN for histopathology images.  

            True Class 

Pred Class 

Benign Malignant 

Benign 360 157 

Malignant 50 1020 

 

 

Table 4.2.2: Confusion matrix of CNN for MRI images.  

          True Class 

Pred Class 

Benign Malignant Normal 

Benign 73 13 4 

Malignant 9 25 4 

Normal 4 3 21 

 

 

Classification report: 

The accuracy of predictions made by a classification algorithm is evaluated using a 

classification report. how many forecasts come true and how many come truer. To be more 

precise, the metrics of a categorization report are predicted using True Positives, False 

Positives, True Negatives, and False Negatives. In table 4.2.3 & 4.2.4 I have shown the 

classification report of my two models. But before that, here is the sort description of 

precision, recall and f1-score 

 



 

 
©Daffodil International University 

24 
 

Precision:  

Precision means out of all the positive classes we have predicted correctly, how many are 

actually positive. Precision = True positive / (True Positive + False Positive)  

Recall: 

 It represents that out of all the positive classes, how much we predicted correctly. The 

higher values represent the better quality of model. Recall = True positive / (True Positive 

+ False Negative)  

F1-score:  

F-score actually helps to measure Recall and Precision at the same time. It uses Harmonic 

Mean other than Arithmetic Mean. F1-score = (2*recall*precision) / (recall + precision) 

 

Table 4.2.3: Classification report of CNN for histopathology images. 

  Dataset Class Precision Recall F1-score 

Histopathology 

Image 

Benign 0.88 0.70 0.78 

Malignant 0.87 0.95 0.91 

Macro avg  0.87 0.82 0.84 

Weighted avg  0.87 0.87 0.87 
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Table 4.2.4: Classification report of CNN for MRI images. 

Dataset Class Precision Recall F1-score 

MRI 

Image 

Benign 0.85 0.81 0.83 

Malignant 0.61 0.66 0.63 

Normal 0.72 0.75 0.74 

Macro avg  0.73 0.74 0.73 

Weighted avg  0.77 0.76 0.77 

 

 

This chapter focused on the discussion of my experimental results. From the image of training 

and validation accuracy & training and validation loss and training and validation accuracy 

& training and validation loss, I can say that CNN was more stable than other three pre-

trained models VGG-16, Inception V3, ResNet50. Also, in confusion matrix we can see 

the CNN model did a good number of right predictions. Although the model did some 

wrong predictions, but still, it is very less in numbers. The classification report gives the 

clear view of two CNN models for both histopathology and MRI images. 
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CHAPTER 5 

Impact on Social and Sustainability 

 

5.1    Impact on Society 

Breast cancer is a condition in which the breast's cells proliferate out of control. Breast 

cancer diagnoses can have a profound emotional impact. Depression, anxiety, fear of the 

unknown, loneliness, and body image problems are a few of the typical mental health 

conditions. Nearly all cancer patients will experience psychological and emotional 

problems, which sometimes manifest years after therapy. Sometimes it depends on how 

earlier you can detect the cancer. If the cancer detected earlier the patient may take proper 

treatment and get well. As I have said before my model can detect the cancer from both 

histopathology and MIR images, I believe it will a good impact on society. With the help 

of this model, it will lot easier and correct for doctors to take the decision. 

 

5.2 Ethical Aspects 

According to a universal consensus and agreement, all diagnostic, curative and 

rehabilitative medical intervention and biomedical research on patients as human 

participants, including those related to breast disease and breast cancer, must be performed 

in a morally acceptable manner. In other words, a medical decision would be “right” if it 

is ethically justifiable. Similar to diagnosis and treatment of other diseases, people with 

breast problems such as breast cancer require medical and anthropological evaluations on 

one hand and ethical-legal analysis, on the other hand. As my model achieved higher 

accuracy, I can say that it will detect breast cancer well. 
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5.3 Sustainability Plan 

There have been significant improvements in cancer diagnosis and treatment during the 

last few decades. Equal access to the most recent scientific advancements and their cost, 

however, has become an issue due to the rising incidence of cancer and increasing strains 

on limited healthcare budgets. Past and current approaches to cancer care may not be 

sufficient for tomorrow. We face limited resources and a demand for cancer that will only 

increase in quantity and complexity in years to come. As a result, we need to find new ways 

to make the most of the resources we have. Improving the efficiency of cancer care must 

start with a clear understanding of what outcomes we are trying to achieve for patients. 

Each and every contribution means a lot like datasets, models etc. My project still in 

scratch. I’m trying to achieve more accuracy to do so need to monitor the datasets more 

precisely. I also need to do more experiment on those data such as augmentation, reshape 

etc. I also have a future plan to came with a developed software or a single page website. 
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CHAPTER 6 

Conclusion and Future Scope 

 

6.1    Conclusion 

The main purpose of this study is to create a model which will detect the breast cancer 

depending on histopathology and MRI image. I try CNN and three pre-trained model VGG-

16, Inception V3 & ResNet50 for both datasets. For histopathology image dataset VGG-

16 achieve maximum accuracy of 99.32%. and for MRI image dataset Inception V3 

achieve more accuracy of 95.36%. Here the histopathology image dataset consists of total 

7909 images which is a large dataset. On the other hand, the MRI dataset contain only 780 

images. My main purpose for using CNN is, this is one of the most efficient deep learning 

methods for image classification. In the future, I will work for the improvement of the 

prediction results and also try the other pre-trained models for better performance. 

 

6.2    Recommendation for Future Study  

In this study I work with only two type of images such as histopathology and MRI image. 

But there are others way to detect the breast cancer. Working for those fields is needed. In 

this study the MRI dataset was a small dataset. In future I will try work with a big MRI 

dataset to achieve more accuracy and a better model. I am also trying to develop a single 

page web application for the implementation of my project.  
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Appendix 

Appendix A: Research Reflection 

During this research, I face many problems. Like collecting and selecting the datasets. I 

had to learn many things as machine learning, deep learning, FastAPI & python. 

Particularly convolutional neural network and vgg-16.  

 

Appendix B: Related issue 

In figure B1 I have shown the imported libraries. 

 

 

Figure B1: Imported libraries 

 

In figure B2 I have shown some pre-set parameters. Those parameters are set for both 

histopathology and MRI images.  

 

 

Figure B2: Pre-set parameters 
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In B3 & B4 I have shown the data splitting for both histopathology and MRI images. Where 

I split the data into 3 parts. 80% for training, 10% for validation and 10% for testing. 

 

 

Figure B3: Data splitting for histopathology images 
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Figure B4: Data splitting for MRI images 

 

In figure B5 I have shown the image resize and rescale process for both histopathology and 

MRI images. 

 

 

Figure B5: Image resizing and rescaling 
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In figure B6 & B7 I have shown the both CNN architecture for histopathology and MRI 

models. 

 

 

Figure B6: CNN architecture of histopathology model 
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Figure B7: CNN architecture of MRI model 
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In figure B8 & B9 I have shown CNN training of both histopathology and MRI models. 

 

 

Figure B8: CNN model training for histopathology image 
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Figure B9: CNN model training for MRI image 
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