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ABSTRACT 

Publishers adopt different ways to sort the papers. Two of the most common tagging 

methods are Journal based tagging and Content-based tagging. In journal based tagging the 

tags are given to the papers depending on the published journal's interested fields. On the 

other hand, authors like Dimension use machine learning to classify and sort the paper's 

categories. Which method conveys more information and accuracy is a question to be 

answered. This study revealed that content base tagging is better than journal base tagging 

for sorting the paper’s categorization by using title, abstract, and keywords. Gender 

discrimination or inequality refers to the unequal treatment of humans depending on their 

gender. To measure gender discrimination Gaye et al. used 3 statistical dimensions labor 

market, empowerment, and reproductive health. Education is one of the most important 

indicators of the gender discrimination index. Stereotype thinking plays a key role to 

demotivate females to participate in technical fields. World Bank data shows that the girl's 

participation ratio in primary and secondary education is increasing in developing countries 

like India, Bangladesh, Pakistan, Indonesia, and Nepal. On the other hand, gender bias has 

a negative impact on girls' education and choosing STEM-related subjects. Technical 

Education or a full form of STEM (STEM) related education plays a vital role in the 

development of a nation. This research aims to find out the veracity of stereotypical views 

and thinking. Besides, this research revealed female performance on technical and non-

technical subjects and find that females are better than males in both technical and non-

technical subjects. 
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

The method uses to sort the papers is called Tagging. Publishers adopt different ways to 

sort the papers. Two of the most common tagging methods is Journal based tagging and 

Content-based tagging. In journal based tagging the tags are given to the papers depending 

on the published journal’s interested fields. On the other hand, in content-based tagging, 

the tags are given to the article depending on the content type. Publishers such as Web of 

Science use journal-based tagging to sort. Where the papers are sorted depending on the 

journal in which the paper is published. On the other hand, Publishers like Dimension use 

machine learning to classify and sort the paper's categories. Between the two methods 

which one conveys more information and accuracy is a question to be answered. The aim 

of this comparative study is to answer the question in a quantitative way.  

An enormous number of Research articles, papers, and Journals are made available due to 

the recent development in Academic Research and Publications. Categorizing or sorting 

the papers according to their respective fields is hard. The method uses to sort the papers 

is called Tagging. Publishers adopt different ways to sort the papers. Two of the most 

common tagging methods are Journal based tagging and Content-based tagging. In journal 

based tagging the tags are given to the papers depending on the published journal’s 

interested fields. On the other hand, in content-based tagging, the tags are given to the 

article depending on the content type. Publishers such as Web of Science use journal-based 

tagging to sort. Where the papers are sorted depending on the journal in which the paper is 

published. On the other hand, Publishers like Dimension use machine learning to classify 

and sort the paper's categories. Between the two methods which one conveys more 

information and accuracy is a question to be answered. The aim of this comparative study 

is to answer the question in a quantitative way. 
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On the other hand, Gender discrimination or inequality refers to the unequal treatment of 

humans depending on their gender[1]. Regardless of significant advancement in recent 

years gender gap in privilege, prosperity, monetary and political sector continues in many 

developing and developed countries[2]. To measure gender discrimination Gaye et al. used 

3 statistical dimensions labor market, empowerment, and reproductive health, where 

empowerment depends on educational attainment (Secondary and Tertiary education) and 

parliamentary representation [3]. On the other hand, parliamentary representation is 

heavily influenced by Higher Education [4] Education has a strong positive effect on Labor 

Market and women’s reproductive health[5]–[12] So it is clear that education is one of the 

most important indicators of the gender discrimination index.  

Female education has seen a lot of advancement in recent years though, women’s 

participation is considered lesser and weaker and discrimination can be seen in the 

technical domains [7], [13]–[15]. Stereotype thinking plays a key role to demotivate 

females to participate in technical fields [16]. This report shows that females are 

underrepresented in the field of science and technology[17].  Technical fields such as 

Mathematics, Science, and technologies are fields of male dominance and a general 

perception has been noticed about more reliable performance from males in these different 

domains [13], [18]. The acronym STEM simply refers to Science, Technology, 

Engineering, and Math. Female students are less likely to enter Science, Engineering, 

Technical fields, or Mathematics[19]. Females are less likely to enter STEM-related jobs 

as well[20]–[22]. The reason behind this type of stereotypical thinking is imperfect 

information about women’s performance in technical subjects[23]. 

Girls’ education overview shows that the global primary and secondary education rates are 

nearly the same/almost on a similar scale for both males and females (male = 90% and 

female = 89%) [24]. Girls doing better than boys in high school is an international trend 

nowadays and more likely to get into university more than 70% of females and only 66% 

of males are getting into universities in Europe [21]. But the situation is different in 

developing countries where the income is low and roughly 36% of girls enroll in secondary 

education and approximately 11% in tertiary education[24]. World Bank data shows that 
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the girl’s participation ratio in primary and secondary education is increasing for the 

developing countries like India, Bangladesh, Pakistan, Indonesia, Nepal[25], [26]. On the 

other hand, gender bias has a negative impact on girls’ education and choosing STEM-

related subjects[27].  

On the other hand, In the Labour market people from STEM-related domains often got a 

higher pay scale than others. STEM-related professions are directly related to the 

economy[17], [21].In tertiary-level education, STEM streams of studies are linked with a 

future job opportunities. So, a good understanding of the current situation of women in 

technical subjects is very much speculated. On the other hand, Technical Education or full 

form of STEM (STEM) related education plays a vital role in the development of a country. 

So, assessing female participation in STEM-related domains is taneed of the 21st century 

when almost all the sectors are eyeing to be in digital form.  

So, the situation is Female education is on the rise and female students are doing better 

than their male counterparts, but male students are more likely to do better in technical 

subjects which raises questions such as, Is it true female students are doing badly in 

technical subjects or is it just stereotypical thinking? Or Are female students doing better 

in non-technical than technical subjects? Or Are female students in technical fields 

underrepresented?  

According to a World Bank report, understanding the subject choice and enrollment of 

males and females in tertiary education is not enough to understand the situation, their 

performance difference in STEM-related subjects is also important [21].To have a clear 

perspective on female participation in technical subjects, it is very much needed to have a 

comparative study of gender distribution and performance[21]. The comparative study will 

not only be able to give a perspective on the current situation but will also provide insight 

into the aspirations of the younger generation in the future market.  

In this motivation, this study focuses to draw a line between the performance of females in 

the technical and non-technical subjects vis-a-vis male-female performance in technical 

subjects in terms of different indicators such as enrollment, participation, and contribution 

in performance academically.   
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1.2 Motivation 

Our first objective was to obtain a research degree and the benefits that came with it. But 

in doing so, we ran across some challenging problems. We've noticed that there are several 

kinds of paper available online. However, very few of them are precise and to the point. 

Some author’s works have been falsely tagged, or they don't correspond to the paper type. 

This slowed down our activity. Then, we sought to use a research tool to find a solution to 

this challenging problem. ln order to benefit society as a whole. We first wanted to know 

which kind of labeling would function the best. Therefore, we discovered that content-

based tagging performs better then journal-based tagging. Then, we tried to develop a tool 

that may assist the author in writing a paper that is relevant to their field of study. The 

research article domains may be verified using the method described in this study. In order 

to make their papers more closely connected to the targeted domain, writers may use this 

tool to examine and understand the target domains for their research paper and make any 

necessary modifications. With these instruments, we can contribute to society. This will 

assist us to establish our credibility. 
 

1.3 Problem Definition 

Machine learning and data mining are the two major terms in the research area. To give a 

proper solution it’s necessary to find out the problems and related requirements in this field. 

It’s also necessary to know the government policy or regulations and software industry 

requirements along with the course methodologies to implement machine learning in 

tagging. To determine the best categorization method between Journal based categorization 

and Content-based categorization we used Machine learning Algorithms. Going through a 

short survey of authors and researchers to find out the problems related to the paper’s 

domain. In the current era, modern knowledge faces many significant changes in the 

achievement of tertiary education in developing the skills needed by the country. The 

participation of females in Higher Education especially in technical areas is increasing 

recently. The enrolment of female students in higher education can prove that female 
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students are getting occupied with the study field and doing better than male students. In 

effect, girls are outperforming boys in tertiary education. But segregation of gender or 

differences in enrolment in STEM courses still existed causing the enrolment difference in 

the technical education sector and STEM.  
  
1.4 Research Questions 

Here the main questions that this study will focus on are given below: 

• Is content-based tagging retaining more correlation than Journal-based tagging? 

• Is one method better than another with respect to data mining methodologies?  

• Finding out the Real-life application and implementation of the study  

• Authenticity of gender bias in the STEM and technical subjects about males and 

females in academia. 
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CHAPTER 2 

BACKGROUND 

    
2.1 Introduction  

Due to modern technologies such as the Internet, the research and development field in 

different sections of science is experiencing huge improvement. This causes a lot of 

publications in different sections of science. So, in the era of automation, the process of 

indexing and sorting published articles and papers requires an automated solution. But no 

specific study has been conducted on finding the impact of automation. The method uses 

to sort the papers is called Tagging. Publishers adopt different ways to sort the papers. Two 

of the most common tagging method is Journal based tagging and Content-based tagging. 

In journal based tagging the tags are given to the papers depending on the published 

journal’s interested fields. On the other hand, in content-based tagging, the tags are given 

to the article depending on the content type. Publishers such as Web of Science use journal-

based tagging to sort. Where the papers are sorted depending on the journal in which the 

paper is published. On the other hand, Publishers like Dimension use machine learning to 

classify and sort the paper's categories. Between the two methods which one conveys more 

information and accuracy is a question to be answered. The aim of this comparative study 

is to answer the question in a quantitative way.  
 
2.2 Related Works  

An enormous number of Research articles, papers, and Journals are made available due to 

the recent development in Academic Research and Publications. Categorizing or sorting 

the articles according to their respective fields is hard. Text classification also known 

as text tagging or text categorization is the process of categorizing text into organized 

groups. 

Which can be helpful in the categorization of the Research articles. An increasing amount 

of research articles are being introduced regularly. New studies on research article 
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categorization and classification are introduced as well[28]–[35]. [29] Used CNN, NBM, 

SVM, and KNN on research articles related to data science and data analytics from 2020 

to 2022 of Scopus, ProQuest, and EBSCOhost depending on the proposed methods and 

content of the paper. In both cases, CNN outperformed other algorithms. A study was 

conducted on the library dataset to classify the library book using a bag of words on 

Random forest, SVM, and Decision tree. Random forest outperformed all the algorithms 

with an accuracy of 89%[30]. In another study of scholarly articles classification different 

machine learning and deep learning algorithms are applied [31]. They used tfidf with 

unigram and applied random forest, naïve Bayes, support vector machine, logistic 

regression, and CCNN, and DANN with a total number of classes 104. They targeted the 

abstract of the articles and the best performance was achieved by the CCNN. A binary 

classification study of science domain on 11778 articles from arxiv on three sub-domain 

of machine learning using bilstm, Asymmetric Word Embedding, and hierarchical 

attention networks and HAN outperformed other algorithms[36]. Bilstm and knowledge 

graph applied to scholarly article dataset to find out the relativeness and also shows how 

the combination of deep learning algorithms can improve performance while scholarly 

article classification[32]. Scope classification study of the scholarly article using abstract 

with 7 classes using BERT and ensemble learning algorithms with an f1 score of 91%[33]. 

On the other hand, an array of machine learning and deep learning algorithms are already 

used for text classification. Many studies  [37] their studies applied multinomial and 

multivariant Naive Bayes algorithms in 5 different datasets from different sources and 

found that multinomial is 27%-50% better than multivariant. [38] proposed a transfer 

classifier based on the Naïve Bayes classifier applied to 3 different news datasets and found 

that transfer Naïve Bayes was better than SVM and traditional Naïve Bayes.[39] study of 

Naïve Bayes on 3 unbalanced news datasets showed that normalization significantly 

increases the accuracy 

[40]  used naïve Bayes on 2 mail datasets with 45396 junk mail and 18314 normal mails. 

Depending on the number of features and auxiliary features, the accuracy increased by 

85%-86% and 87%-88% as the number of features increased from 1000 to 2000.[41] their 
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comparison study of different Naïve Bayes algorithms such as Bayesian, Bernoulli, 

gaussian, and classical showed that the Bayesian method performed better in most of the 

datasets. [42] showed that the multinomial Naïve Bayes is better than Bernoulli on a news 

polarity dataset where the multinomial was 73.4% accurate and Bernoulli only 69.15%. 
[43] applied logistic regression, random forest, and k-nearest neighbors on the BBC news 

dataset with tfidf vectorizer, and logistic regression attains the highest accuracy of 97%. 

Another comparative study of traditional and deep learning algorithms on tobacco datasets 

conducted by [44] showed that logistic regression produced the best result among the 

traditional algorithms but the deep learning technique is better than traditional algorithms 

in all cases. [45] conducted Naïve Bayes and Logistic Regression on Twitter data and found 

that logistic regression performs better than Naïve Bayes. Logistic regression achieved 

91% accuracy and Naive Bayes achieved 90% accuracy. [46] proposed a hybrid model 

based on CNN and SVM which outperformed both base algorithms [47] applied Naïve 

Bayes, SVM, and Logistic Regression on 3 different datasets, and found that SVM 

outperformed the rest of the algorithms. Ensemble classification methods are widely 

studied on different types of datasets such as image datasets and text datasets[48]–[54].On 

the other hand, a lot of studies have been conducted on different aspects of scholarly 

articles. Studies such as [55]–[62] deals with the effect of gender in different aspects of 

academia and scholarly articles. The use of social media and relationships between social 

media and scholarly articles and its effects on paper citations are discussed in different 

studies[63]–[69]. Disciplinary variation of scholarly articles and altmetrics analysis are 

also studied [70]–[76].  

On the other hand, There is a significant advancement against gender discrimination in 

recent years but a huge number of researchers found that there exists gender discrimination 

in different fields. The common fields of gender discrimination are privilege (access to 

basic rights), prosperity, the monetary and political sector in many developing and 

developed countries [77]. Education is one of the basic rights and considerable 

advancement in women’s education has been observed in recent times [13]. Though the 



©Daffodil International University   9 
 

discrimination problem in gender is a well-observed issue in both developing and 

developed countries [78]. 

Stereotypical thinking in STEM-related to the thinking of males performs better than 

females in the STEM sectors [79]. Studying different STEM-related subjects in-depth 

shows some similar results. Thorson et al. in their paper show the effect of Stereotype 

thinking on math-related subjects and showed that there is a negative impact on women’s 

performance when they are introduced to a stereotypical environment[80]. Williams et al. 

also talks about women underrepresentation in the field of science[81]. Stereotypical 

thinking in engineering is also being talked about in the paper where Singh et al. try to 

answer the about why women leave their jobs [82]. Schuster et al. showed in their paper 

that female contribution in science, technology, engineering and math (STEM) is less than 

male and they described the reason being the unfavourable stereotype of gender-biased 

thinking [16]. They proposed that a less stereotypical context regarding STEM is needed 

to solve this issue. A 2017 report from Global Gender Gap females are underrepresented 

in the field of science and technology[17]. This type of belief creates a false environment 

where discrimination spreads like wildfire and males are thought superior and good at 

science and technology whereas females are underrepresented despite legitimacy and 

talent [83]. Such stereotype belief affects an adverse effect while choosing a career[16]. 

Tests such as Draw a Scientist Test or DAST shows that Student from kindergarten to high 

school in the USA thinks of a scientist as a male person reference. Female enrolment in 

science and technology is increasing but still, stereotype thinking exists because of the 

underrepresentation of female characters[84]. Engineering is considered one of the most 

male-dominated sectors in the USA [85]. Engineering is considered a profession where the 

occupation of one sex is prominent. The first Engineering degree earned by a woman in 

the USA was back in 1892 but the current progress is very slow as the field still has a male 

dominance[82], [86], [87]. World Bank report shows that in Europe the situation is the 

same and these stereotypes also exist broadly [21], [88]. Nosek et al. Showed that the 

performance of students in math and science depends on an understanding of the topic not 

gender and male stereotype thinking is one of the main reasons for boys to choose STEM 
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carrier [89]. Stereotypical role model hinders females’ anticipated success in STEM-related 

subjects [22]. Women exposed to stereotype thinking performed worse in Math and science 

[79]. So, stereotype thinking affects the performance of females in STEM. 

Keng et al. identified imperfect information and stereotype thinking as one of the most 

important factors of gender bias/disparity [23]. It has been observed and discussed that, 

though the forced labour on women was decreasing the disparity still existed in Southeast 

Asian countries widely [1]. This type of phenomenon broadly exists in developing 

countries both in occupational and sectional segregation [90]. Socio-economic status also 

plays a vital actor in gender discrimination [2]. Education has always proven to have a 

positive effect on the socio-economic status of any individual [91]. Females in developing 

countries such as Pakistan, Indonesia, Bangladesh, India faces the most gender 

discrimination. Females in the education of most developing countries have faced a mass 

of challenges ranging from struggling to secure tuition, lack of moral and social support, 

minimum maintenance, and poor living conditions [92]. Naher et al. in their paper showed 

that the female students and teachers are underrepresented in different universities in 

Bangladesh depending on the enrolment and participation[93]. 

Paswan et al. studied the participation of women in higher studies and research. They 

showed that participation of women is found to vary in different disciplines, with biology 

(37%), agriculture science (32%), social science (31%) and medical science (32%) having 

a relatively higher number of female 1st authored papers as compared to engineering 

(20%), information science (21%) and mathematics (22%) [94]. This indicates that female 

students are less attracted to technical subjects. The most obviously striking feature of 

education in Pakistan is the prominence of gender inequality in education[95]. Shoaib et 

al. proposed the female students’ outperformance and male students’ underperformance in 

tertiary education at the University of the Punjab-Pakistan. In this paper, their Content 

analysis was carried out on the ten years results of master-level examinations. That is 

conducted from 2004-06 to 2013-15 [95]. The top three positions are secured by female 

students. Gabriel et al.focused on non-technical education. It shows female educational 

leaders and teachers at female dayah or Islamic boarding schools in Aceh. The study 
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explores the grassroots roles and motivation of female education leaders. This paper 

challenges societal inequalities and tensions[96]. Researchers tried to explore some 

findings from an Australian Faculty of Information and Communication Technology 

(FICT) against a backdrop of declining interest amongst women in courses and careers in 

Information and Communication Technology (ICT)[97]. They tried to theorise the 

educational dissociation where the pedagogical implications of these findings are 

consistently ignored in practice. Fokumet al. expressed that only 8% of females compared 

with over 50% of male undergraduates came to university ICT courses directly from high 

school[97]. World bank report shows that in most of the European and central Asian 

countries more females are participating in educational sectors[21].In primary and 

secondary education in developing countries of Asia female student participation is more 

than male student participation[25], [26]. 

These studies and reports heavily focus on only the participation ratio of females in the 

fields of technical studies. But it is important to measure the performance to understand 

the situation [21].  
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CHAPTER 3 

RESEARCH METHODOLOGY 

 

3.1 Introduction 

This study is separated into 3 different domains. The first part is a ‘Descriptive Research’ 

of two types of data tagging methods namely content-based tagging and journal-based 

tagging. The second part is ‘Applied research’ where we apply the knowledge from the 

previous part and created a tool to classify research papers. The third or final part is 

‘Exploratory Research’ where we tried to find the authenticity of gender bias in the STEM 

and technical subjects about males and females in academia.  
 
3.2 Data Set and Preprocessing  

For the First and second parts of the Study, the dataset was collected from the Web Of 

Science.  experiments were conducted in 2 phases, each with 6 experiments on 3 types of 

data, namely the “Article Title, Abstract, and Author Keyword”. So, in each phase, 18 

experiments are done on different input types with an 80-20 split where 80% of data is used 

for training and 20% for testing. The first phase deals with WOS categories and the second 

phase deals with Dimension Categories. In each phase, there were 2 types of algorithms 

applied. 1. Traditional machine Learning and 2. Deep learning.  
 

Table 1 : Number of Classes (First part) 
 

WOS Dimension 

61 64 

 
Table 2 : Number of Classes (Second part) 

WOS Dimension 

38 40 
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For the first part Naïve Bayes, Logistic Regression, Random Forest, Support Vector 

Machine 

And for the second part Naïve Bayes, Logistic Regression, and Support Vector Machine 

from the traditional machine learning algorithms and 2 algorithms from deep learning 

namely Convolutional neural network and artificial neural network are used in both cases. 

Traditional Machine learning: The Tfidf vectorizer was used with 5000 features and an n-

gram range (1-3) for traditional machine learning algorithms.  
 

Table 3 : Traditional Machine learning data transformation metrics  
Vectorizer Features Stop word n-gram Range 

TFIDF 5000 English 1-3 
 
Deep learning: For deep learning word embedding of 64 dimensions with 15000 frequent 

words was used. 
 

Table 4 : Deep Learning data transformation metrics  
Tokenizer Embedding Dimension Vocab size Max Length 

TensorFlow Provided 64 15000 Abstract = 250 Other = 30 
 
Each of the models is trained with the respective configuration mentioned in the previous 

section. The model’s performance is collected and the models are retrieved for reuse as the 

base models for the Ensemble model. For traditional machine learning algorithms 

pickle[98] is used and for CNN and ANN h5 format is used.  

The main two attributes of the dataset were the WOS categories namely Research Areas 

and Dimension Categories. Initially, the dataset consists of 76 columns, over 9 million data 

instances, and 178 Research areas. For these experiments, 7 columns were selected and 

only 1500 instances per class were selected after that the Dimension Categories were 

introduced to the instances depending on DOI. In the end, the number of instances was 

114000 with 38 classes for WOS and 40 Classes for Dimension. While training 80-20 split 

was used for training and testing. Here Figure 1 shows several preprocessing steps.  
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Figure 1: Preprocessing steps.  

 

 
Figure 2: Initial dataset with 7 columns. 

 

 
Figure 3: The Final dataset 

 
The third part of the study uses a dataset with 2 sections and 4 classes, and the total number 

of students is 8455 (Computer Science, Electrical, And Electronics Engineering). this study 

uses a tertiary level result data set of 8999 students over 5 years in 2 sectors (Technical and 

Non-Technical). Each of these sectors has two subjects/classes. In the technical sector, it 

has CSE And EEE and in the non-technical sector, it has BBA and LLB. the collected 

results are from the 1st semester to the 7th semester and the CGPA is calculated 

accordingly. and the dimension of the dataset is 8999*10. The columns represent id, sex, 

results from the 1st semester to the 7th semester, and CGPA. 
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Figure 4: Dataset Distribution 

 
It was necessary to pre-process the data because of dropouts and different sections in the 

dataset. The dataset was pre-processed in several steps. The dropouts were cleared from 

the dataset. Then the dataset was divided into 2 parts technical and non-technical. Then 

these 2 parts are divided into 4 different classes. After that, the female and male students 

from the datasets were extracted.  

 

3.3 Model Introduction 

Convolutional Neural Network 

Convolutional Neural Network.  A convolution neural network is an algorithm used to 

predict categorical cross entropy using a given set of independent variables. The 1D 

convolution model (Conv1D) has generated a convolution kernel that is convolved with 

the layer of input over one spatial aspect to the outcome of a tensor of outputs. The Conv1D 

model was configured with sigmoid as an activation function and the l2 regularizes for 

kernel regularization and the input padding were enabled. Here “Adam” is used as the 

optimizer with a learning rate of 0.005. The Word embedding layer provided by 

TensorFlow is used for CNN with a vocabulary size of 3000.x 
 
Naïve Bayes 

Naïve Bayes algorithm is an easy probability classifier. It’s evaluated a set of probabilities 

by calculating the frequency and sequence of values in a given dataset. The Naive Bayes 
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algorithm is a simple probability classifier. It calculates a set of probabilities by counting 

the frequency and combinations of values in a given data set. This classifier learns from 

training data. In this classifier, the conditional probability of each attribute Ai is given the 

class label C. Naive Bayes is applied to some data sets and the confusion matrix is 

generated for classes having possible values. For example in a news dataset the method 

follows : 

pr[E/H]= N! *∏
!!
"!

"!!
$
%&'    

 

Here pr[E/H] is the probability of the document/news given its class H. and N is the number 

of words in the news.𝑛% is the time of occurrence of the word in the news. 𝑝% is the 

probability of obtaining the word from the news concerning category H.  

In this experiment Multinominal, Naïve Bayes is used. 

 

Support Vector Machine 

Support Vector Machine or SVM is a linear machine learning model for classification and 

regression models. Here, the support vector classifier is used for classification purposes 

with the ‘hinge’ loss from the machine learning library Sikitlearn[99]. The equivalent 

formula is: 

 

  min
 
w,  b   '

)
 w* w  +  C  ∑ max00,  1  −  y+ (w* ϕ(x+)  +  b)8,

+&'  

 

Logistic Regression 

Logistic regression is an algorithm used to predict the dependent categorical variable using 

a given set of independent variables. The logistic regression model is extremely sensitive 

to “bad” data. “Bad” data pointing the outlying responses and extreme points in the design 

space(X).  Logistic regression has been developed to fill the gap of constant variability. 

The model takes the natural logarithm of the odds as a regression function of the predictors. 

With 1 predictor, X, this takes the form ln[odds(Y=1)]=0+1X . This equation shows that is 
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the model co-efficient and describes the influence of predictor X on the logit.  The 

fundamental equation of the generalized linear model is g(E(y)) = +x1+yx2.  It predicts the 

probability of the occurrence of an event by fitting data to a logit function. 

 

Random Forest 

A Random Forest classifier is an ensemble classifier that produces multiple decision trees. 

To decrease the correlation between decision trees, random forest considers controlling the 

term  ρσ2. ρσ2 is the main part of the variance.  

Ij2=1Bb=1BIj2(b)  

where Ij2 (b) is the relative importance of both decision trees. RF classifiers can 

successfully handle high data dimensionality and multicollinearity, being both fast and 

insensitive to overfitting. Paul et al proposed an improved RF that performs with minimum 

classification trees. RF is a type of machine learning called bootstrap aggregation or 

bagging. Combining results from multiple models is called aggregation (majority votes). 

By bagging Random forest algorithms gain better accuracy. 

  



©Daffodil International University   18 
 

 

CHAPTER 4 

Experimental Results and Discussion 

 
4.1 Experimental Results 

The aim of the first part is a comparative analysis of 2 types of tagging methods namely 

‘journal-based tagging’ and ‘content-based tagging’. For this purpose, Naïve Bayes, 

Logistic Regression, Random Forest, Support Vector Machine from the traditional 

machine learning algorithms, and 2 algorithms from deep learning namely Convolutional 

neural network and artificial neural network are selected. 6 different experiments were 

done on the datasets to find out the performance of the algorithms in the dataset. For this 

Abstract, the Article title and Author Keyword are selected from the dataset and 2 types of 

tagging namely WOS tags and dimension tags are selected.  

 

Comparing the accuracy from the Abstract it can be seen that content-based tagging shows 

better accuracy in each algorithm. The accuracies are shown in Table 5 and Figures 5, and 

6.  
 

Table 5 : WOS vs Dimension on Abstract 
Model WOS(x1) Dimension(x2) Difference (x2-x1) 

Naïve Bayes 50.0 61.76 11.76 
Logistic Regression 63.0 70.66 7.66 

Random Forest 69.0 70.99 1.99 
SVM 66.0 72.10 6.10 
CNN 63.0 66.90 3.90 
ANN 59.0 63.34 4.34 
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Figure 5: WOS Abstract 

 

 
Figure 6: Dimension Abstract 

 
 
From the table and the figures, it can be seen that the algorithms performed better on the 

content-based tags.  

The next experiment deals with the Author keyword. The accuracy results are depicted in 

figures 7, 8, and table 6.  
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Table 6: WOS vs Dimension Author Keyword 

Model WOS(x1) Dimension(x2) Difference (x2-x1) 
Naïve Bayes 50.00 53.41 3.41 

Logistic Regression 53.81 57.40 3.59 
Random Forest 62.04 63.94 1.90 

SVM 55.85 58.93 3.08 
CNN 56.19 57.54 1.35 
ANN 54.01 56.66 2.65 

 

 
Figure 7 : WOS Author Keyword 

 
Figure 8 : Dimension Author Keyword 
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From the figure and the table, it can be seen that the algorithms performed better on the 

dimension tags again.  

 

The next experiment deals with the accuracy of the models in the article title. Table 7 and 

figure 9, 10 depicted the results.  
 

Table7 : WOS Vs Dimension Article Title 
 

Model WOS(x1) Dimension(x2) Difference (x2-x1) 
Naïve Bayes 50.00 52.13 2.13 

Logistic Regression 52.00 57.61 5.61 
Random Forest 59.00 63.29 4.29 

SVM 54.00 59.39 5.39 
CNN 54.00 58.09 4.09 
ANN 51.00 56.25 5.25 

 
 
 

 
Figure 9 : WOS Article title 
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Figure 10 : Dimension Article Title 

 
Here, Again the algorithms performed better on the dimension dataset. So, it can be seen 

that all the experiment setups' content-based tagging outperformed the journal-based 

tagging. It can also be seen that the content-based tagging retains more correlation and 

more useful to find and sort article.  

 

Second Part 

In the second part, as discussed in the previous section this study of the “Classification and 

Recommendation system” uses NB, LR, SVM, Conv Net, and ANN were selected. The 

experiments are conducted on Article Title, Author Keyword, and Abstract. 10 different 

experiments were done on the datasets to prepare the base models and 3 more experiments 

to measure the aggregated ensemble model. For better interpretation, the experiments will 

be clustered/packed in sets. Where the first set of experiments will deal with the base 

model’s performance on Dimension data, the second set of experiments will deal with the 

base model's performance on WOS data. The Third set of experiments will show the 

accuracy difference of the Ensemble model depending on the input type. From this point, 

the experiment sets will be addressed as exp1, exp2, and exp3 respectively. In each case, 
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only the validation accuracy is compared and experiment configurations and conditions are 

kept the same for each experiment. 

 
Table 8 : Accuracy of base models on Dimension Dataset  

Model Abstract (%) Author Keyword (%) Article Title (%) 
Naïve Bayes 76.84 67.03 65.80 

Logistic Regression 80.46 67.25 66.23 
Support Vector Machine 79.68 66.03 64.63 

CNN 76.35 66.00 66.02 
ANN 75.35 65.64 64.55 

 
Here exp1’s result has been represented in terms of validation accuracy on the Dimension 

dataset depending on all 3 input types i.e., ‘Abstract’, ‘Keyword’, and ‘Article Title’. It is 

visualized in Table 8 and Figure 11 with their respective Accuracy as Scores (in 

percentage). 
 

 
Figure 11: Base model validation accuracy on Dimension Dataset. 
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Table 9 : Accuracy of base models on the WOS Dataset  

Model Abstract (%) Author Keyword (%) Article Title (%) 
Naïve Bayes 71.14 60.78 64.07 

Logistic Regression 76.53 64.81 66.83 
Support Vector Machine 76.61 64.96 67.27 

CNN 75.25 64.99 67.76 
ANN 74.34 63.72 66.07 

In continuation of the experiments, exp2 carries all the attributes of exp1 but on a separate 

dataset namely the WOS Dataset. Here the result is visualized in Table 9 and Figure 12 

with their respective Accuracy as Scores (in percentage). 

 
Figure 12 : Accuracy of the base model on the WOS dataset 

 
The exp3 Deals with the proposed ensemble model and its performance in both datasets 

i.e., WOS and Dimension.  
Table 10 : Ensemble model accuracy  

Type Abstract Author Keyword Article Title 
WOS 79.10 68.20 70.10 

Dimension 84.20 72.50 69.50 
Here the result is visualized in Table 10 and Figure 13 with their respective Accuracy as 

Scores (in percentage). 
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Figure 13 : Accuracy of the Ensemble model on WOS and Dimension Dataset. 

 
Comparing base model performances to ensemble model performance shows a significant 

improvement in each input type. 
 

Table 11 : Ensemble Vs Average Accuracy  
Model Abstract Author Keyword Article Title 

Average 
Dimension(X1) 

77.44 66.37 65.47 

Ensemble 
Dimension(X2) 

84.20 72.50 69.50 

Difference (X2-X1) 6.76 6.13 4.03 
Average WOS(X1) 74.77 63.85 66.40 

Ensemble WOS(X2) 79.10 68.20 70.10 
Difference (X2-X1) 4.33 4.35 3.7 

 
Table 11 shows the difference between ensemble model accuracy and the average accuracy 

of the base models in each dataset. It can be seen that while experimenting with abstract 

and author keywords the ensemble algorithm achieves more than 6% and 4% accuracy in 

both Dimension and WOS datasets respectively. The increase in accuracy on article titles 
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is not as significant as the previous 2 but still, the improvement is more than 4% and 3% 

in both datasets. 

The Web Interface 

For the real-life applicability of the proposed model, the model is implemented in a web 

interface. The total web interface is a single-page interface so that the user can use it easily. 

The web interface can be used to see the correlation between the User’s Article Title, 

Author Keyword, and Abstract with the predicted category and also get recommendations 

about the publishers who publish the same category articles. Figure 14 shows the web 

interface which has 8 elements. 
Interface Elements Function 
Enter Your Title This option takes the title of the user’s article 
Enter Keyword This option takes the keywords selected by the 

users. 
Enter your Abstract This option takes the Abstract of the user’s paper. 

Radio Button This button allows the user to choose the type of 
model he or she wants to use. Namely WOS or 

Dimension. 
Sidebar The sidebar shows the available classes for the 

selected model type. 
 

Compute Button It runs the algorithm and shows the prediction 
table and recommendation list. 

Prediction table The prediction table shows the predicted class and 
the confidence of the algorithm. Confidence values 

can be used to determine the correlation.  
 

Common Publishing sources This list recommends the user similar publishing 
sources for the predicted category. 

 
Table 12. Interface Elements 
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Figure 14 : The interface of the app 

 
Third Part 

In the third part, this study deals with investigates the current state of female students in 

technical subjects with respect to non-technical subjects. This paper mainly focuses on the 

enrolment status, results, and performance of female students and male students in different 

categories. 

Here, the results are subdivided into 3 categories and category 1 is considered as a good 

result, category 2 is considered as an average result and category 3 is considered as a below-

average result. The students are divided into 3 groups, Group 1 is female in technical 

subjects, Group 2 is female in Female in Non-Technical fields, Group 3 is Male in 

Technical fields. 

Depending on Participation: 

Number difference of Female students in Technical and Non-technical Subjects as 

Experiment 1 

Depending on Student Result:  

Female vs Female in Technical vs Non-technical Subjects as Experiment 2 

 

Category 1: Result >= 3.5 
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Category 2: Result >= 3.0 

Category 3: Result >= 2.5 

Male vs Female in Technical Subjects as Experiment 3 

Category 1: Result >= 3.5 

Category 2: Result >= 3.0 

Category 3: Result >= 2.5 

 Female Contribution in Total Result in Technical Subjects as Experiment 4 

Experiment 1 

The total number of students from the year 2015-2019 is 8999 of the 8455 are regular and 

544 are irregular or dropped semesters. So, they were discarded in data pre-processing. Out 

of 8455 students, 7077 are from technical subjects and 1378 are from non-technical 

subjects.  

Total female participation in technical subjects is 1262 which is only 17% of total 

participation. And in Non-technical subjects’ participation is 459 which is 33.30%. 
 

Table 13 : Total participation 
Subjects Total Female Percent 

Technical 7077 1262 17% 

Non-Technical 1378 459 33.3% 

 
So, female participation in the non-technical subjects is higher than in technical subjects. 

And the participation ratio is approximately double in non-technical subjects. To have a 

clear view of the change in participation yearly participation ratio is important. And if we 

look at the yearly participation ratio the scenario changes a lot. 
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Table 14 : Yearly participation in Technical and Non-technical Subjects 

Year Group 1 (x1) Group 2 (x2) Difference (x2-x1) 

2015 0.14 0.27 0.13 

2016 0.15 0.34 0.19 

2017 0.19 0.26 0.07 

2018 0.22 0.43 0.21 

2019 0.23 0.41 0.18 

AVG 0.19 0.34 0.16 

S.D 0.040 0.078 0.056 

 
Regarding Female participation in technical subjects (Table 13; Group 1 (x1)), the standard 

deviation is 0.040 and the average is 0.19. From the calculation of average, it makes known 

that the yearly ratio of data is less far away with respect to average as the standard deviation 

is 0.040. The yearly ratio data are close to each data [100]. It points out that every year 

female participation in technical subjects is almost the same. Not decreased much in any 

year. This is a good sign because in the future female participation in technical subjects 

can increase. 

In terms of Female participation in non-technical subjects (Table 13; Group 2 (x2)), the 

standard deviation is 0.078 and the average is 0.34. Group 2 (x2) participation ratios are 

widely spread out with respect to their average. By this calculation, it is displayed that 

every year female participation in non-technical subjects is varying widely. Therefore, 

female participation in non-technical subjects has no stability in increasing the participation 

rate. As a result, Group 1(x1) has the stability to enlarge the rate of participation more than 

Group 2(x2).  
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Figure 15 : Yearly participation ratio of Female students in Technical Subjects and     Non-technical 

subjects. 
 

From Table 13 and Figure 15, it can be seen that female participation in technical subjects 

is increasing. Although the participation ratio is lower than group 2. but each year the ratio 

increased considerably. The difference column from table 13 shows that the average 

difference is 0.156. So, on average, only 15% more females enrolled in the non-technical 

subjects. And the tables also show that the lowest difference is in 2017 when the enrolment 

in group 2 decreased to only 0.26. It was 30.76% lower than the previous year. but the 

enrolment in group 1 increased by 21.05%. In 2018 group 2 reached its peak participation 

ratio and the highest difference can be seen there. From Figure 15, it is clear that group 1 

has a stable increase in the participation rate. 

So, it is clear that the enrolment in group 2 is larger than the enrolment in group 1. The 

incremental yearly enrolment ratio in Group 1 is stable but group 2 shows a lot of variances. 

 

Depending on Result 
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In this section, the aim is to check the participation ratio of female students according to 

the results to find out their current situation. 

Experiment 2 

In this experiment the aim is to find the participation of Female students Technical and 

Non-technical Subjects depending on results in 3 different categories. 

Category 1: It focuses on the participation ratio of students with a result higher or equal to 

3.50  
 

Table 15 : Female Participation in Technical and Non-technical Subjects Category 1 
Year Group 1 (x1) Group 2 (x2) Difference (x2-x1) 

2015 0.23 0.25 0.02 

2016 0.23 0.31 0.08 

2017 0.29 0.35 0.06 

2018 0.33 0.30 -0.03 

2019 0.43 0.23 -0.20 

Average 0.3 0.29 -0.01 

S.D 0.083 0.048 0.112 

 
In the portion of female students with a result higher or equal to 3.50 in technical subjects 

(Table 14 ; Group 1 (x1)), the standard deviation is 0.083 and the average is 0.3. It expands 

the yearly ratio of data are marginally spread out with respect to average as the standard 

deviation is 0.083. The yearly ratio data are close to each ratio data [100]. It points out that 

every year the participation ratio of female students with a result higher or equal to 3.50 in 

technical subjects is nearly alike. The S.D indicates that in the future female participation 

in technical subjects can increase. 

The proportion of female participation in non-technical subjects with a result higher or 

equal to 3.50(table 14 ; Group 2 (x2)), 0.29 is the average and the standard deviation is 

0.048. Group 2 (x2) ratio data are extensively spread out with respect to its average. The 

calculation present, every year female participation in non-technical subjects with a result 

higher or equal to 3.50 is fluctuating broadly. That being so, female participation in non-
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technical subjects with a result higher or equal to 3.50 has no solidity in increasing the 

participation rate. As a result, Group 1(x1) has secureness for the increasing rate of 

participation on technical subjects more than the participation in non-technical subjects 

with a result higher or equal to 3.50. Consequently, females are doing better in technical 

subjects 

 
Figure 16 : Female participation in Technical and Non-technical Subjects Category 1 

 
From Table 14 and Figure 16, it is clear that the number of females in technical subjects is 

doing better and is increasing each year from 2015 to 2019 as the performance curve is 

upward sloping. On the other hand, the female results in non-technical fields increased till 

2017 then started to decrease. The difference column of the table shows the same. The rate 

of change in results in technical subjects is very high from 2017 to 2019 as the rise of the 

resulting curve in the figure is very high. 

Considering the previous Table 15 and Figure 17 it is clear that from 2017 to 2019 the 

enrolment ratio in group 2 increased but here the resulting ratio decreased. On the other 

hand, the participation ratio in group 1 increased, and the result was as well. So it is clear 
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that although the participation ratio of group 1 is lower than group 2 the resulting ratio is 

higher and both participation and result ratio is increasing.  

So, females in technical subjects are continuously doing better than females in non-

technical subjects. 

 

Category 2: It focuses on the participation ratio of students with results less than 3.50 and 

greater than or equal to 3.00 is present. 
 

Table 16 : Female Participation in Technical and Non-technical Subjects Category 
Year Group 1 (x1) Group 2 (x2) Difference (x2-x1) 

2015 0.34 0.4 0.06 

2016 0.38 0.33 -0.05 

2017 0.36 0.3 -0.06 

2018 0.37 0.41 0.04 

2019 0.44 0.24 -0.2 

Average 0.37 0.34 -0.04 

S.D 0.038 0.070 0.103 

 
The number of female participation increased 2015-2019(Table 15 ; Group 1 (x1). In the 

terms of female participation in technical subjects, the standard deviation is 0.038 and the 

average is 0.38. This revealed the yearly ratio of data is widely spread out with respect to 

average as the standard deviation is 0.038. The yearly ratio data are far from each ratio. It 

points out that every year the participation ratio of female students with a result less than 

3.50 and greater than or equal to 3.00 in technical subjects is not alike. The female 

participation ratio in technical subjects has upright consistency in Table 15 , Group 1 (x1). 

With regards to (Table 16 ; Group 2 (x2)), the average is 0.34 and the standard deviation 

is 0.070. In Group 2 (x2) the difference between s.d and average is less. It indicates that 

here in Group 2 (x2), female participation on non-technical subjects are more than in Group 

1 (x1). Still Group 2 (x2) participation ratios have less consistency. In order that, female 

participation in technical subjects with a result less than 3.50 and greater than or equal to 
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3.00 have quality participation rate according to ratios consistency. As a result, Group 

1(x1) has secureness for an increasing rate of participation in technical subjects more than 

the participation in non-technical subjects with a result less than 3.50 and greater than or 

equal to 3.00.  
 

 
Figure 17 :  Female participation in Technical and Non-technical Subjects Category 2 

 
From Table 15 and Figure 17 , it can be seen that group 2 started well in 2015 and the ratio 

difference is 0.06. But after that, the ratio started to fall and only saw a rise in 2018 and the 

average difference is -0.21 which means that on average group 1 did better than group 2. 

In 2019 the difference is maximum. The figure shows that in 2019 the ‘Group 2’ line is 

downward facing and the ‘Group 1’ line is upward-facing and the distance between is 

noticeable. So, in category 2 group 1 is doing better than group 2 as well.  

Category 3: It focuses on the participation ratio of students with results less than 3.00 and 

greater than or equal to 2.50. 
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Table 17 : Female Participation in Technical and Non-technical Subjects Category 3 
Year Technical (x1) Non-Technical(x2) Difference(x2-x1) 

2015 0.25 0.27 0.02 

2016 0.28 0.27 -0.01 

2017 0.25 0.25 0.00 

2018 0.20 0.22 0.02 

2019 0.11 0.36 0.25 

Average 0.22 0.27 0.06 

S.D 0.066 0.052 0.109 

 
In the portion of female students with a result less than 3.00 and greater than or equal to 

2.50 in technical subjects (Table 17 ; Group 1 (x1)), the standard deviation is 0.066 and the 

average is 0.22. It disclosed that the yearly ratio of data is marginally spread out with 

respect to average as the standard deviation is 0.066. The yearly ratio data are close to each 

data [100]. It points out that every year the participation ratio of female students with a 

result less than 3.00 and greater than or equal to 2.50 in technical subjects is nearly alike. 

The S.D indicates that in the future female participation in technical subjects can increase. 

The proportion of female participation in Non-technical subjects with a result higher or 

equal to 3.50(table 16 ; Group 2 (x2)), 0.27 is the average and the standard deviation is 

0.052. Group 2 (x2) is extensively spread out with respect to its average. Hence, female 

participation in Non-technical subjects with a result less than 3.00 and greater than or equal 

to 2.50 have a small-scale increasing rate. Thereby, Group 1(x1) has the possibility of 

increasing the rate of participation on technical subjects more than the participation in non-

technical subjects with a result less than 3.00 and greater than or equal to 2.50.  
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Figure 18 : Female participation in Technical and Non-technical Subjects Category 3 

 
Table 17 and Figure 18 deal with category 3 which represents the below-average results. 

So, the lower is better in this case. Here Table 17 and Figure 18 show that the participation 

of group 2 is more than group 1. In 2016 and 2017 the result is different. The average 

difference is 0.28 which means that on average group 2 participated more than group 1 

which is a direct indicator that group 2 did worse than group 1. And in 2019 the difference 

is noticeable.  

So, it is clear that in all three categories on average group 1 did better than group 2 although 

the total enrolment and yearly enrolment ratio are higher for group 2. 

 
Experiment 3 
Here, this study focuses on Male vs Female results In Technical Subjects for 5 years.  

Category 1: It focuses on the participation ratio of male and female students with a result 

higher or equal to 3.50. 
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Table 18: Male vs Female participation ratio for Category 1 

Year Group 1 (x1) Group 3(x2) Difference (x2-x1) 

2015 0.23 0.19 -0.04 

2016 0.23 0.2 -0.03 

2017 0.29 0.25 -0.04 

2018 0.33 0.27 -0.06 

2019 0.43 0.33 -0.1 

Average 0.3 0.25 -0.05 

S.D 0.083 0.056 0.028 

 
In proportion to male students with a result higher or equal to 3.50 (Table 18 ; Group 1 

(x1)), the standard deviation is 0.083 and the average is 0.3. The yearly ratio of data is 

marginally spread out with respect to the average as the standard deviation is 0.083. The 

yearly ratio data are close to each data [100]according to the average. Nevertheless, Group 

1 (x1) data consistency is less than Group 2 (x2). 

Regarding the participation of females with a result higher or equal to 3.50(Table 18 ; 

Group 2 (x2)), 0.25 is the average and the standard deviation is 0.056. Group 2 (x2) is 

extensively spread out with respect to its average. Hence, female participation with a result 

higher or equal to 3.50 has a small-scale increasing rate. However, female participation 

increased gradually. The consistency of Group 2 (x2) data is more than Group 1 (x1). 

Accordingly, Female participation is far better than male participants in technical subjects. 
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 Figure 19 : Male and Female participation ratio in Technical Subjects for Category 1 

 
 
Table 17 and Figure 19 show that group 1 is doing better than group 3. The difference 

column shows that the result difference is increasing the difference was lowest in 2016-

2017 but in 2019 it increased to 0.1 which is the highest and the figure shows the same 

each year the difference is negative which means group 1 is doing better than group 3. 

Here, the average difference is -0.126 which shows on average that group 1 is doing better. 

The result of five years shows that the result participation in both groups is increasing every 

year. This means both males and females are doing better in technical subjects. But the 

female ratio is higher so Females are doing better than their male counterparts. 

 

Category 2: It focuses on the participation ratio of male and female students with a result 

of less than 3.50 and greater than or equal to 3.00. 
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Table 19: Male vs Female participation ratio in Technical Subjects for Category 2 

Year Group 1 (x1) Group 2(x2) Difference (x2-x1) 

2015 0.34 0.35 0.01 

2016 0.38 0.35 -0.03 

2017 0.36 0.34 -0.02 

2018 0.37 0.36 -0.01 

2019 0.44 0.44 0.00 

Average  0.38 0.37 -0.01 

S.D 0.037 0.040 0.016 

 
With respect to male students with a result less than 3.50 and greater than or equal to 3.00 

(Table 18; Group 1 (x1)), the standard deviation is 0.037 and the average is 0.38. The yearly 

ratio of data is widely spread out with respect to the average. The yearly ratio data are not 

so close to each data [100] according to the average.  

Concerning the participation of females with a result less than 3.50 and greater than or 

equal to 3.00 (Table 19; Group 2 (x2)), 0.37 is the average and the standard deviation is 

0.040. Group 2 (x2) is not more demonstrated with respect to its average. Thereby, female 

participation with a result less than 3.50 and greater than or equal to 3.00 has a growing 

rate. The female participation ratio in technical subjects is more than the male participation 

ratio in technical subjects.  
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Figure 20 : Male and Female participation ratio in Technical Subject for Category 2 

 
Table 19 and Figure 20 for Male vs female performance in category 2 shows some 

interesting findings. In 2015 female students’ performance was less than male students but 

in 2016 it changed and showed a huge jump from 0.34 to 0.38, on the other hand, the male 

performance remain nearly constant till 2017 with values between 0.35-0.34. Although 

there is a slight decline in the female result in 2016-2017 still it is higher than the male 

students. In 2018-2019 the male and female results showed the same level of incline. But 

the increase in the male result is better than the increase in the female result. Here the 

average difference is -0.01 which means the average difference is very small but still 

female students outperformed the male students. 

 

Category 3: It focuses on the participation ratio of male and female students with a result 

less than 3.00 and greater than or equal to 2.50. 
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Table 20 : Male and Female participation ratio in Technical Subject for Category 3 

Year Group 1 (x1) Group 3 (x2) Difference(x2-x1) 

2015 0.25 0.28 -0.03 

2016 0.28 0.29 0.01 

2017 0.25 0.26 0.01 

2018 0.2 0.25 0.05 

2019 0.11 0.21 0.10 

Average 0.22 0.26 0.03 

S.D 0.066 0.031 0.049 

 
With regard to male students with a result less than 3.00 and greater than or equal to 2.50 

(Table 20 ; Group 1 (x1)), the standard deviation is 0.066 and the average is 0.22. The 

yearly ratio of data is narrowly spread out in respect of average. The yearly ratio data are 

near to each data in respect to average.  

As for the participation of females with a result less than 3.00 and greater than or equal to 

2.50 (Table 19; Group 2 (x2)), 0.26 is the average and the standard deviation is 0.031. 

Group 2 (x2) is more demonstrated with respect to its average. Therefore, the Male 

participation ratio in technical subjects is more than the female participation ratio in 

technical subjects with a result less than 3.00 and greater than or equal to 2.50.  



©Daffodil International University   42 
 

 
Figure 21: Male and Female participation ratio in Technical Subject for Category 2 

 
In category 3 Table 20 and Figure 21 show that the contribution of both groups is 

decreasing. But the rate of change of group 1 is higher than group 3. The from the figure 

is clear that the decline of group 1 is higher as the ‘Group 1’ line is downward and stiffer 

than the ‘Group 3’ line. 

Experiment 4 

In this experiment, the aim is to find out the contribution of female students in good results 

(category 1) with respect to total students in technical fields.  
  



©Daffodil International University   43 
 

 
Table 21 : Female contribution in the good result 

Year Total Female Contribution in % 

2015 0.42 0.23 54.76% 

2016 0.43 0.23 53.48% 

2017 0.54 0.29 53.70% 

2018 0.61 0.33 54.09% 

2019 0.76 0.43 56.57% 

Average 0.55 0.3 54.52 

S.D 0.140 0.083 1.244 

 
To sum up, table 21 shows the total students' contribution in technical fields to get good 

results and female students’ contribution in technical fields to get a good result. According 

to the concept of standard deviation and average females are the good result holder. For 

total standard deviation is 0.140 and the average is 0.55. On the other hand, for female 

participants, the standard deviation is 0.083 and the average is 0.3. The total student's 

deviation has a 0.41 difference from the average. Female students’ standard deviation has 

0.217 difference from average. This expresses that the total student’s data strew more than 

female student’s data (0.41>0.217) [100]. So female students contributed more than total 

students. 
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Figure 22: Female Contribution in the good result 

 
Table 21 and Figure 22 show more than 50% of group 1 are contributing to good results 

here performance remains mostly constant and group 1 outperformed group 3. In 2016 and 

2017 the contribution gets lower but it increases in 2018 and 2019 and reached its peak 

with an approximate contribution of 57%. And the contribution of group 3 is the opposite 

here.  

So, it is clear that female students are contributing more than male students in good results. 
 
4.2 Discussion 

Some studies were conducted on text classification and female studies. Nevertheless, no 

study was conducted for tagging for sorting paper to find out the actual domain and also 

female contribution in STEM. The study of tagging was organized using information from 

over 9 million data. we have used 5 different methods and classifiers in this study. 

According to the result of experimental studies, SVM gives better results on content base 

tagging comparing journal base tagging. This study of the “Classification and 

Recommendation system” uses NB, LR, SVM, Conv Net, and ANN were selected. The 
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experiments are conducted on Article Title, Author Keyword, and Abstract. 10 different 

experiments were done on the datasets to prepare the base models and 3 more experiments 

to measure the aggregated ensemble model. For better interpretation, the experiments will 

be clustered/packed in sets. 

Female contribution in STEM was conducted using 8999 students. 4 experiment was 

conducted on a result dataset of five years (2015-2019) of female students in female 

education. According to the result of experimental studies, female students are doing better 

in both technical and non-technical fields rather than females. 
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Chapter 5 

IMPACT ON SOCIETY, ENVIRONMENT, AND SUSTAINABILITY 

 
5.1 Impact on Society 

In our experiment, it is clear that content-based tagging methods are better than journal-

based tagging and provide a better correlation between tags and contents. So, content-based 

tagging methods will allow authors or readers to obtain desired and related information 

faster. This can contribute to society by maintaining time and resources.  

The tool presented in this paper can be used to check research paper domains. It can help 

authors check and understand the domains their paper is targeting and modify the papers 

as they desire to make them more correlated to the desired domain. If the paper is written 

in the intended field, the reader will have no trouble finding the appropriate paper, which 

will be to everyone's advantage.  

This study also shows the bias against female students in the STEM and technical fields is 

nothing but ill-founded rumors. On the other hand, it shows that in the technical subjects 

in academia, females are performing as well as their counterparts. Females are basic to 

capture the potential that technology and sustainability offer our future and society. 

Consequently, teaching female students will advance culture.  
 
5.2 Ethical Aspects 

We attempted to demonstrate two forms of tagging in our first section and which is 

preferable to employ. If the author used machine learning to write their paper, then content-

based tagging should be used to publish it. Publishing that material in a journal for the sole 

purpose of the publication is unethical. The author should publish in accordance with his 

paper type to give the readers what they deserve. 

In our second part, we focused on ethics by making sure the reader wasn't defrauded in any 

way. Consider a person who reads a publication and decides they want to study computer 

science but finds that it primarily focuses on topics related to medical computer science. 
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As a result, the researcher wasted their time, and the author received a negative review. 

The author made a mistake by not properly identifying and abstracting their work. This is 

detrimental to our culture. Because there are occasions when reading a paper costs money. 

The reader will not find this morally acceptable if it keeps happening. As a result, the writer 

will comprehend their paper and create appropriate tags for it using our machine learning 

technique. 

Male students have always gotten greater attention in their field of study. People believe 

teaching women is a waste of time and resources. They thus started to ignore the female 

student. Human rights are not served by this. Equal opportunities for men and women are 

essential. According to our research, female students do better than male students when 

given enough resources and equal opportunities. Society will become more conscious as a 

result of this research. 

 

5.3 Sustainability Plan 

A project sustainability plan must be created before the project starts. Sustainability ensure 

the outputs, outcomes, and benefits. A sustainability plan mainly gives us a realistic picture 

of how a project will run and what the project’s future plans are. The goal of our tool is to 

assist authors to find out the domain of the paper correctly. Authors published papers in 

different domains and they sometimes fail to achieve the main domain. This model must 

be simple for the author to adjust. 
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CHAPTER 6 

SUMMARY, CONCLUSION, RECOMMENDATION, AND 

IMPLICATION FOR FUTURE 

 
6.1 Summary of the Study 

In order to determine which had a higher association between tags and contents, we 

employed a tool in our study report. To determine whether content-based tagging or 

journal-based tagging is more effective, we employed machine learning algorithms like 

Naive Bayes, Logistic regression, Support vector machines, CNN, and ANN. According 

to the findings, content-based tagging techniques offer a greater association between tags 

and contents than journal-based tagging. For our second section, we developed a tool to 

assist authors in determining the domains that their papers are targeting and in making any 

necessary modifications to their papers so that they are better aligned with the targeted 

domain. In our final part, we have demonstrated that preconceptions about female students 

in STEM and technical professions are unfounded rumors. It demonstrates that women are 

performing as well to their male counterparts in academic technical topics. 
  
6.2 Conclusions 

This study is divided into three distinct areas. The process of sorting the papers is known 

as tagging. Different methods are used by publishers to sort the papers. A "Descriptive 

Research" of two different data tagging techniques, namely content-based tagging, and 

journal-based tagging, makes up the first section of the paper. This experiment was 

conducted in 2 phases, each with 6 experiments on 3 types of data, namely the “Article 

Title, Abstract, and Author Keyword”. So, in each phase, 18 experiments are done on 

different input types with an 80-20 split where 80% of data is used for training and 20% 

for testing. The first phase deals with WOS categories and the second phase deals with 

Dimension Categories. In each phase, there were 2 types of algorithms applied. Traditional 

machine Learning and Deep learning. For the first part Naïve Bayes, Logistic Regression, 
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Random Forest, Support Vector Machine, And for the second part Naïve Bayes, Logistic 

Regression, and Support Vector Machine from the traditional machine learning algorithms 

has been used. The second section, titled "Applied research," is where we put the 

information from the first portion to use and develop a mechanism for categorizing research 

publications. It can be seen that while experimenting with abstract and author keywords 

the ensemble algorithm achieves more than 6% and 4% accuracy in both Dimension and 

WOS datasets respectively. The increase in accuracy on article titles is not as significant 

as the previous 2 but still, the improvement is more than 4% and 3% in both datasets. From 

the result it is clear that content-based tagging methods are better than journal-based 

tagging and provide a better correlation between tags and contents. The third and last 

section is called "Exploratory Research," where we looked for gender bias in STEM and 

technical fields regarding academic males and females. Here we have found that total 

female participation in technical subjects is 1262 which is only 17% of total participation. 

And in Non-technical subjects’ participation is 459 which is 33.30%. But each year the 

ratio increased considerably. On average, only 15% more females enrolled in the non-

technical subjects and in 2017 it was increased by 21.05%. The female contribution to a 

successful outcome was lower in 2016 and 2017 but increased in 2018 and 2019, reaching 

its high with an about 57% contribution. It is clear that the number of females in technical 

subjects is doing better and is increasing each year from 2015 to 2019 as the performance 

curve is upward sloping. The study on female participation in STEM involved 8999 

students. On a result dataset of five years (2015-2019) of female students in female 

education, four experiments were carried out. According to the findings of experimental 

investigations, female students do better than male students in both technical and non-

technical fields. 
 
6.3 Limitations  

In text classification tasks we only targeted a few classes. An array of new classes can be 

studied. Newer transformer-based methods such as BERT and others can be implemented. 

Different numbers of features can be selected and different methods of vectorizers can be 
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used. In ensemble methods, the base algorithms can be improved to have an overall 

improved result. Different Feature engineering methods can be used.  

In the Gender study, this paper focuses on only the descriptive analysis but a regression 

analysis is also possible. On the other hand, It only focuses on tertiary-level education.   
 
 
 
6.4 Implication for Further Study 

In the future, we will try to expand our work on these projects of text classification and 

female contribution in STEM. We will find a way to get a better result in our research. In 

the future, we will try to improve the performance of the model that we have already used 

in our research. We will apply extra methods for expanding our study. 
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APPENDIX 

 
Abbreviation: 

NB = Naïve Bayes 

LR = Logistic Regression 

RF = Random Forest 

SVM = Support Vector Machine 

CNN = Convolutional Neural Networks 

ANN = Artificial Neural Networks 

STEM = Science, Technology, Engineering, and Math 
 
Appendices: Research Reflection: 

We had very limited knowledge about ensemble models and STEM when we started this 

research project. Our supervisor was a kind person. He always helped us when will we 

willing to help. He provided us with inestimable advice that was quite helpful for us. He 

guided us as an advisor. His advice assisted us to complete this project. He is very calm 

towards us. We learned how to manage and many more new things from our supervisor. 

There were some problems in the first step as we worked with over 9 million instances in 

text classification and also worked on female contributions in education. But we recover 

all the problems now. Finally, Conducting the research gave us the courage and motivated 

us to do more research in the future. 
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