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ABSTRACT 

 
K-means Clustering for News Clustering based on Latent Semantic Analysis is a challenging 

problem because of its rarity. Document clustering or text clustering is a cluster analysis process 

of textual documents. In this technological era, the use of text clustering processes in different 

domains is most happening work in research fields recently, including automatic document 

organization and text extraction for mining significant sets of valuable information on the Internet. 

In this article, we propose a K-means Clustering News Clustering using Latent Semantic Analysis-

based framework, which is more beneficial for clustering news documents or text. The clustering 

process works by considering a set of data to cluster them in groups with the help of a self-taught 

learning model, which need not use any external labels or tags. We used the BBC news 

classification dataset and implemented our proposed model on the dataset. Firstly, we set the dataset 

to prepare for the clustering and semantic analysis method to categorize the dataset. Then the 

keywords and punctuation marks are processed into codes to apply the Deep Learning methods on 

it for the training procedure. Then we use K-means to cluster them after getting the learned 

delegations. But there are some issues to operate such as sentences and punctuation marks 

separation and data processing. To conquer these issues, we propound a Deep Learning framework 

using neural networks. This is an effective approach for news text or document clustering because 

no revolutionary work has been done about it yet. We also have done some experiments to 

demonstrate the specific implementation of the approach which confirms the effectiveness of the 

proposed method. 



©Daffodil International University 

iv  

TABLE OF CONTENTS 

 
 
CONTENTS PAGE 

CHAPTER 

CHAPTER 1: INTRODUCTION…………………………. 1-9 

1.1 Introduction……………………………………………… 1-3 

1.2 Objective…………………………………………………                     4 

1.3 Motivation………………………………………………..                     5 

1.4 Rationale of the Study……………………………………                   5-6 

1.5 Research Questions……………………………………… 6-7 

1.6 Expected Outcome……………………………………….                   7-8 

1.7 Layout of the Report…………………………………….. 8-9 

CHAPTER 2: BACKGROUND STUDY                                             10-14 

2.1 Introduction…………………………………………….                      10 

2.2 Related Works………………………………………….                   10-12 

2.3 Comparative Analysis and Summary…………………..                   12-13 

2.4 Challenges……………………………………………...                   13-14 

CHAPTER 3: RESEARCH METHODOLOGY 15-26 

3.1 Introduction.….……..…………………………………. 15 

3.2 Workflow…...…………………………………………. 15-17 

3.3 Experiment Dataset……………………………………. 18 

3.4  Proposed Methodology…..……………………………. 19 



©Daffodil International University v  

3.4.1 Evaluating The Effectiveness..……………………… 19 

3.4.2 K-means Clustering on Text Features.……………… 19-20 

3.4.3 Utilizing TfidfVectorizer……………………………                      20-21 

3.5 K-means clustering of sparse data……………………. 21-22 

3.6  Performing dimensionality using LSA……………….. 22-23 

3.7 Top Terms Per Cluster……….……….……………….. 23-24 

 

3.8 HashingVectorizer………….……………………......... 24-26 

 
 

CHAPTER 4: EXPERIMENTAL RESULTS AND 

DISCUSSION 27-28 

 

4.1 Evaluation Summary..………………………………… 27 

4.2 Result Discussion...……………………………………                      27-28 

 
 

CHAPTER 5: CONCLUSION AND FUTURE WORK                       29-30 

 

5.1 Conclusion.….………………………………………… 29 

5.2 Future Works..…………………………………………                      29-30 

 
 

REFERENCES 31-33 

 
 

PLAGIARISM REPORT    34 



©Daffodil International University 

vi  

LIST OF FIGURES 
 

 

 

FIGURES PAGE NO 

 

Fig 3.2.1: The Flowchart of the Workflow 
 

17 

 

Fig 3.3.1: The Categorized Dataset 
 

18 

Fig 3.4.3.1: Utilizing TfidfVectorizer  

21 

Fig 3.5.1: K-means Clustering of Sparse Data  

21 

Fig 3.5.2: K-means Clustering with Highest Inertia  

22 

Fig 3.6.1: Performing Dimensionality Reduction using LSA  

23 

Fig 3.6.2: Processing times for K-Means and MiniBatch K-Means  

23 

Fig 3.6.3: Conducting MiniBatch K-Means  

23 

 

Fig 3.7.1: Top Terms Per Cluster 
 

24 

 

Fig 3.8.1: HashingVectorizer 
 

25 

 

Fig 3.8.2: HashingVectorizer (2) 
 

25 

 

Fig 4.1.1: Clustering Evaluation Graph 
 

27 



©Daffodil International University 

 

1  

CHAPTER 1  

INTRODUCTION 

 

 

1.1 Introduction 

 
News clustering is the process of the cluster news documents accurately. Clustering is the basic 

process of analysis pattern recognition methods, image analysis, and data mining which 

converts the data into clusters. News clustering also embeds the clustering process turning to 

the advantage of different perspectives of Deep Learning. The antecedent research works 

unraveled the utilization of text clustering methods for other languages like English and 

Chinese. No revolutionary work has not been done on news documents or text before. At 

present, in terms of the text clustering approach, there are mainly some specific languages that 

have been used in the text clustering process. But news text clustering in all languages and its 

rarity is a challenging problem nowadays. It is a method that is a unique solution for the 

clustering process of news text or document. The previous studies worked for some specific 

fields and limited sentence expressions of news documents to show manifest clustering 

procedures in the sentence structure. So the news text clustering method by latent semantic 

analysis for all languages is accepted. Our proposed method is not a limited field or sentence 

expression, it works with all types of news textual documents and expressions. Basically, we 

used the BBC news classification dataset which has five categories and implemented our 

proposed model on the dataset. The BBC news dataset has both training and testing records to 

enhance the desired results. We used modified K-Means algorithms and Latent Semantic 

Analysis to cluster the dataset. The K-Means algorithm is a classic clustering algorithm used 

for grouping data points into clusters based on their similarities. It is a popular choice for tasks 

of data exploration and analysis as it is relatively easy to implement and interpret. The 

algorithm works by first randomly selecting k-number of points from the dataset to serve as 

the initial cluster centers. Then, the data points are assigned to the closest cluster center in 

terms of Euclidean distance. Latent semantic analysis (LSA) is an algorithm used for text 
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analysis that uses the relationships between terms to produce a numerical representation of the 

text. It is often used in natural language processing (NLP) and computational linguistics, as 

well as information retrieval. This numerical representation of the text can be used in tasks 

such as machine learning, as it provides a way to capture the contextual information of the text 

in a computer-readable format. Furthermore, LSA can be used to identify relationships 

between words that may not be obvious from the text alone, allowing for improved searching 

and retrieval of documents. First, we process the dataset to prepare for the latent semantic 

analysis and K-means clustering method. Then the keywords and punctuation marks are 

processed into codes to apply the latent semantic analysis methods on it for the training 

procedure. Then we use K-means to cluster them after getting the learned delegations. After 

the clustering process, the recognition of the same cluster set is done for each group. Besides, 

it is important to set up a progressive update cluster and gradually structure the text 

automatically and maintain the news document in an intellectual system. K-means clustering 

is a popular method for news clustering that takes advantage of the underlying latent semantic 

analysis. It uses an unsupervised learning approach to group similar items of news together for 

better categorization and organization. By utilizing a process of iterative refinement, k-means 

clustering is able to identify similarities among different types of news articles and group them 

together automatically. This automated news clustering method helps editors and journalists 

quickly organize and analyze their stories, making it easier to find interesting and related topics. 

K-means clustering is a popular clustering algorithm which is used to partition data into k distinct 

clusters. This algorithm is particularly useful for clustering based on latent semantic analysis. 

Through this process, one can find a better way of structuring their data and can discover latent 

patterns within the data. Furthermore, it allows for the exploration of various topics and themes 

in the data set. K-means clustering is an unsupervised learning algorithm which is used to group 

similar data points into clusters. It is commonly used in News clustering and relies on latent 

semantic analysis to identify similarities between documents. This algorithm has been 

successfully used in various news applications, such as automatic topic identification and 

summarization. K-means clustering has proven to be an effective tool for extracting the most 

valuable information from large document collections. K-means clustering is a popular 

supervised learning algorithm used to grouping similar data points together. This form of 
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analysis was utilized in a recent study that focused on the application of latent semantic analysis 

(LSA) for news articles clustering. The use of LSA enables the algorithm to identify the semantic 

meaning of news documents which makes it easier to cluster them into more meaningful groups. 

The researchers utilized k-means for their data clustering and their results showed that LSA was 

successful in clustering news articles into more meaningful groups as compared to traditional 

clustering approaches. 

 

This article proposes an excellent clustering method for news documents which is a very 

important task and a challenging problem of its sparseness. The study provides an 

unprecedented research framework for the progressive document clustering method which is 

mainly for news documents for all languages and is based on deep learning approaches based 

on latent semantic analysis. In this research, text clustering is studied, some fundamental 

definitions and discussions of methods and some experiments of clustering are given and the 

news document clustering is discussed. With Deep Neural Networks (DNN), which is the 

recently revived interest in the research field, Deep Learning is being used to learn features by 

many researchers. Nowadays, in creating text representation, neural networks are giving their 

best performance with the help of word embeddings, such as Recursive Neural Networks and 

Recurrent Neural Networks (RNN). However, Recursive Neural Networks represent the 

complexity of high time to create the textual tree and RNN, using the computed layer at the 

final word representing the text as a preferential model. Applying the convolutional filters to 

recognize the local expressions of sentences, which are included in Convolution Neural 

Networks (CNN), has acquired a better performance in many NLP works, like different types 

of traditional NLP tasks, relation classification, and sentence modeling. Maximum preceding 

works focus on solving the clustering problem of other languages mainly English and Chinese 

languages, while in this paper we aim to achieve a better solution for news text clustering by 

using Deep Learning approaches based on latent semantic analysis. 
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1.2 Objective 

 
In this global era of technology, there is a new invention nowadays, and a new addition is 

being made to our life and technology. To move with this global development and modern life, 

we have to keep ourselves updated and technology enthusiasts to keep pace with this global 

development. Differences in language shouldn’t be the reason for falling behind anymore. 

News text clustering in English and Chinese and other languages has been so close to the 

accuracy that they have started implementing text clustering in different devices and software. 

But news text clustering for all languages has not been there yet. The goal of this document is 

to discuss how k-means clustering can be used to efficiently cluster news articles using latent 

semantic analysis. By clustering news articles in this way, we can create a more organized and 

efficient way of sorting through and understanding large amounts of news data. This can help 

to improve news reader comprehension, ensuring that readers are receiving the most important 

and relevant news stories in a timely manner. Additionally, it can help to reduce the amount 

of noise present in news media, allowing readers to focus more on the stories that matter and 

less on stories that are irrelevant to their interests. We invested ourselves in news document 

clustering through Deep Learning based Model so that we can get a more accurate and 

functional system to generate news headlines and use it for further improvement. 

 

We can describe these goals in a list like the following: 

 
• Our goal is to create a news document clustering system with the best performance 

along with a resourceful news text dataset. 

• We have to cluster the dataset or documents of news text. 

• As the documents of the dataset are given randomly, we have to generate the system 

of clustering in such a way that is easier to cluster news documents. 

• Set the news document dataset for News Document Clustering and find out the 

best working model for the improved dataset so that it can be used for furthermore 

research. 
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1.3 Motivation 

 
Nowadays some inventions appear in this technological era constantly. As a human being, we 

have to keep updated ourselves with these new inventions and closer to the present global era 

of technology. As a student, we can help others to do that through different types of work. 

Throughout the courses, there were very few opportunities to get connected with people and 

do something for them. News content analysis has recently seen a surge in use in various 

industries. With the increased availability of data, methods like k-means clustering are becoming 

more popular for grouping news stories by their latent semantic features. This approach is often 

used to find related stories, identify trends, and understand how news is being received. To make 

use of these clustering algorithms, data must be pre-processed in ways that can be used to 

accurately and efficiently cluster the available stories. 

News Text Clustering was something that actually will have a great impact on serving people 

with disabilities, security, and surveillance. When we started reading about this, the work 

seemed interesting and positive to people. But most of the advancements in this sector were 

recorded or performed in English and Chinese and other languages. For this, we think that if 

want to get the full benefits of text clustering, we need to develop News Text Clustering 

models and datasets for all languages. Following the findings of earlier text clustering 

research, we were inspired to make a standard News Clustering model that would eliminate 

the discrimination between our proposed method and other news clusterings as the sparsity of 

research about news document clustering is a challenging problem. 

 

1.4 Rationale of the Study 

 
There so many works that have been done in the field of text clustering that is maximum for 

English and Chinese and other languages. But the work in news text clustering using deep 

learning and machine learning algorithms is infrequent. We used the BBC news classification 

data for clustering by K-means clustering method based on latent semantic analysis. K-means 

clustering is a common and well-known algorithm used for data analysis and machine learning. 
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The algorithm works by partitioning a dataset into a set of k clusters, where the number of 

clusters 'K' is chosen by the user. It then calculates the sum of squared errors for each of the 

points in each cluster, which is used to measure the accuracy of the clusters. To assign points 

to the clusters, it uses an iterative process that assigns points to clusters based on their 

similarity to the cluster’s center point. Latent Semantic Analysis (LSA) is an algorithm used 

to extract and analyze information from text. It is a form of natural language processing that 

uses mathematical and statistical techniques to identify the relationships between words and 

concepts. LSA looks at the context of each word in a document to better understand the 

meaning of the text. This algorithm can be used to identify relationships between documents, 

classify them based on topics, and help discover hidden topics and relationships. Despite all 

the text clustering works completed, our research is unique and different because of the news 

text and its clustering methods of Deep Learning for news text documents. It is the most 

significant resolution in the field of text clustering in news text documents, which implement 

different approaches than the preceding research works. We applied Deep Learning methods 

to the dataset to get the best clustering results in this work, which is more effective than other 

research works in text clustering and also a unique resolution for news text clustering. 

 
 

1.5 Research Questions 

 
Research is an important tool to answer questions, solve problems, and uncover new insights. 

It is the systematic investigation into a subject in order to discover knowledge or draw 

conclusions. For starters, it is essential to formulate a specific research question or hypothesis. 

This will guide the research process and help to keep it focused. Research seeks to answer 

questions and provide insight into the world around us. By asking questions about our 

environment, behavior, and other phenomena, we can find out more about the world that we 

inhabit. Many research questions such as what clustering techniques are best suited for news 

clustering based on latent semantic analysis. Moreover, it also allows us to investigate how the 

size of the clusters affect the accuracy of the clustering results and whether or not the size of 

the clusters can be optimized for better performance. Finally, k-means clustering can be used 
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to effectively classify data points into distinct groups, thus providing a better understanding of 

the underlying structure of the data. The research work was quite challenging for us because 

of its sparseness in news clustering. The research question is an important part to start research 

work to be sure about that what we actually want to find out and give a clear concept about it. 

To find a pragmatic, effective, and accurate resolution to the problem, the researchers would 

like to proffer the following questions to express their thinking and accomplishment. 

 

• Can we process the dataset and extract the raw data properly? 

• Can we get the desired result of news text clustering? 

• Will this work enhance the field of news text clustering by utilizing this approach? Can 

this work help the readers to read the news? 

• How the news readers will be benefited from the proposed model? 

 
 

1.6 Expected Outcome 

 
Most of the points of this section are based on the research questions of our proposed model. 

As our research progresses, we continue to uncover new ways to make our project faster, more 

reliable, and more efficient. We are confident that our data and results will show a significant 

improvement in the overall performance of our product. Our goal is to develop a product that 

can solve real-world issues while being user-friendly and cost-effective. Additionally, we 

intend to make sure our research is repeatable and reliable by taking careful steps to ensure 

accuracy and validity. The            anticipated goal of our research work is to cluster news documents 

successfully by applying the ‘K-means Clustering for News Clustering based on Latent 

Semantic Analysis’ model to classify unseen news articles into the right category. After the 

documents have been clustered, the algorithm then uses the average of the metrics to assign a 

score to each cluster. This score is used to identify the most relevant articles for a given topic 

and can be used to generate summaries of news stories. K-means clustering has also been used 

in natural language processing, text mining, and other types of machine learning. With its ability 

to identify the most relevant articles, this algorithm has become a valuable tool for quickly 

summarizing large amounts of news data. It is a valuable tool for quickly summarizing large 
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amounts of news data. It provides a powerful and efficient way to analyze news articles by 

grouping them into meaningful categories. This allows researchers to quickly identify 

similarities between articles and find trends or topics within a collection of documents. By 

leveraging the power of machine learning algorithms, news sources can be analyzed more 

quickly and accurately than with manual methods. Furthermore, K-means clustering can be used 

to help identify topics of importance within a data set, allowing for more accurate and efficient 

analysis. 

 

The following expected outcome of the proposed work would be proposed by the researchers. 

 

• The news text will be automatically clustered into different types of groups. 

• Accurately classify unseen data or news articles into the best category by 

semantic analysis. 

• Not only the specific data but also the unspecific data or news text will be 

clustered by this proposed model using K-means clustering methods. 

• Automatically generate the clusters by K-means approaches of news documents in 

the right category. 

• The news readers will be benefitted from this proposed model. 

 

 

1.7 Layout of the Report 

 
Chapter 1 shows the overall layout of the research which includes the introduction of the 

research with objective, motivation, research questions, and rationale of the study research’s 

total formation. 

 Chapter 2 demonstrates the framework of the research work. This section speculates the 

related works, comparative analysis and summary of this study, and the challenges of the 

research. 

 

Chapter 3 demonstrates the theoretical discussions of the research. Firstly, it shows the 

workflow of the whole research project and then discusses the data procurement and data 
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preparation procedure. Then it shows the required algorithms for the proposed model and the 

execution of the algorithms properly. 

 

Chapter 4 shows the result of implementation and evaluates the performance of the proposed 

model. This section gives the proper explanation and clarification about the project. 

 

Chapter 5 concludes the research work with the conclusion and future works. This section 

represents the overall work and outcomes of the project and also discusses some future 

recommendations for this study.  
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CHAPTER 2 

BACKGROUND STUDY 

 

2.1 Introduction 

 
K-means clustering is a powerful tool for analyzing the content of news articles. With the ability 

to group documents by similarity, it provides a way to quickly identify articles that are most 

relevant to a particular topic. Although the concept of clustering has been known for many years, 

the development of the K-means algorithm made it possible to automate the feature extraction 

process. K-means clustering is an unsupervised learning algorithm that takes a set of data points, 

divides them into clusters, and assigns each point to a cluster based on its distance from the 

cluster's centroid. This algorithm is highly efficient and its results can be used to identify patterns 

and trends in data that may have otherwise gone unnoticed. The algorithm also provides a way 

to assess the quality of a given dataset by measuring the cohesion between points in each cluster. 

Additionally, this method of clustering is much faster than traditional methods, making it a useful 

tool for quickly analyzing large sets of data. By combining the power of machine learning with 

the speed of clustering algorithms, K-means clustering can provide insights into the content of 

news articles that would not be possible with other method. In this section, we will discuss 

related previous works, research summary, and some challenges of the research. In the related 

works section, there will be discussed the related research works and with that their working 

procedure and results of accuracy. In the comparative analysis and research summary section, 

there is a research summary of our associated works and some comparison between our work 

and previous works which we will present. We will also discuss some research challenges and 

how we enhanced the research results of accuracy. 

 
 

2.2 Related Works 

 
Many research works have been completed in News Text Clustering for years using Deep 

Learning approaches. K-means clustering has long been a staple of work in the field of 
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unsupervised text clustering. Related works have seen k-means applied to news clustering based 

on latent semantic analysis. These works have typically leveraged k-means to cluster text into 

data points, while also using a measure of similarity between documents to determine which 

documents to cluster together. This has been a powerful tool for providing more meaningful 

insights into news articles without manual categorization by a human. In 2001 a research paper 

entitled “Statistical classification methods for Arabic news articles." was published, which 

worked for experimental results on document clustering that was acquired on the Arabic news 

text applying statistical approaches [8]. Another research work published in 2016 designated 

"A text clustering approach of Chinese news based on neural network language model." has 

applied a new method where neural network language model is used foremost in text clustering 

[2]. In 2012 a research work titled "A clustering technique for news articles using WordNet." 

was published that worked with various techniques of document clustering and evaluated 

their application on news articles from the web [5]. In 2014 another research paper was 

published entitled "Unsupervised feature selection for multi- view clustering on text-image 

web news data." which proposed a new multi-view feature selection algorithm in news 

clustering that is unsupervised [7]. In 2017 a published research paper designated "News 

clustering based on similarity analysis." where the author proposed a two-step algorithm to 

reach the goal of news text clustering [3]. In 2017 another research work was published entitled 

"Improving news articles recommendations via user clustering." which proposed a 

personalized recommendation algorithm that implements both user and text clustering 

algorithms based on deep learning [6]. In 2010 "A Two-layer text clustering approach for 

retrospective news event detection." titled research work has published that proposed a two- 

layer text clustering algorithm to achieve the goal of clustering to propagate the final news 

events [9]. The latest research work designated "A news text clustering method based on 

similarity of text labels." has been published in 2019. This research paper proposed a new 

clustering approach to cluster news text as a series of text labels that work with data latitude 

[1]. Another recent research work published in 2019 entitled "Arabic text clustering using 

improved clustering algorithms with dimensionality reduction." has worked in three 

approaches which are unsupervised, semi-supervised, and supervised techniques to fabricate 

a classifier for Arabic news text based on clustering algorithms [4]. Some articles whose 
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references are given in the reference section also studied news clustering by the K-means 

clustering algorithm and other deep learning approaches [12] [18] [21]. The goal of this paper 

is to study the efficacy of the k-means clustering algorithm for news clustering based on latent 

semantic analysis. This type of clustering is an important task in the field of natural language 

processing, as it helps to organize and group related content into distinct categories. In particular, 

the use of k-means clustering has shown to be effective in clustering text documents. To the best 

of our knowledge, no previous study has investigated the use of the k-means algorithm for news 

clustering based on latent semantic analysis. 

 

2.3 Comparative Analysis and Summary 

 
Most of the previous research work on classification of news text clustering which have 

applied Deep Learning and neural network algorithms for clustering news documents. Deep 

learning is a subset of Machine Learning raised on artificial neural networks. Deep learning 

has three categories- supervised learning, semi-supervised learning, and unsupervised 

learning. The neural network is an algorithm that follows the operating system of neurons of 

the human brain. In text clustering, deep learning based on neural networks is the most exoteric 

model. K-means clustering is a popular algorithm for data clustering, used in a variety of 

applications such as image segmentation, text classification, and facial detection. In news 

clustering, it is used to group similar articles together into one category. It is advantageous to 

compare k-means clustering to latent semantic analysis (LSA) for news clustering, as both 

algorithms have their strengths and weaknesses. While k-means clustering is simple to use, its 

results may not always be accurate. In the comparative analysis, we will see that there are some 

similarities and dissimilarities between our work and previous works. The similarities are the 

uses of deep learning approaches that are implemented in the remaining works. In the analysis 

of the preceding works, we can see that there are some types of methods that are used 

repeatedly and we proposed a new modified method that is very significant to do the text 

clusterings. We used the BBC news dataset which has both training and testing records and 

cluster the dataset which has not been done before. So this is very useful to reach our goal to 

cluster the news documents. In this paper, we present a method for news clustering using k-
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means and latent semantic analysis. This approach has been successfully applied to various 

datasets and is capable of producing accurate results. We aim to improve the performance of the 

clustering process by introducing an adapted version of k-means that utilizes a local search 

strategy. Additionally, we investigate the use of latent semantic analysis in order to better capture 

the semantic meaning of news articles. 

 
2.4 Challenges 

 
Although K-means clustering is a powerful tool for uncovering hidden topics in large collections 

of documents, it is not without its challenges. For example, the latent semantic analysis used to 

classify documents is based on word frequencies and similarities, which may not accurately 

reflect the underlying topics of the documents. Additionally, the results of K-means clustering 

may not accurately reflect the true structure of the underlying data due to its reliance on 

Euclidean distance measures. Therefore, it is important to use a combination of methods to 

ensure that the results are as accurate as possible. The initial challenge of this research work is 

to process the dataset and implement the modified new method to cluster the news document. 

We collect the dataset of BBC news classification and process the dataset for our proposed 

methods. We had to make ready the data to be a perfect dataset. By cleaning and normalizing 

the data we prepared the dataset perfectly to work on our model. Then we applied different 

methods and algorithms of Deep Learning based on neural networks over the dataset. Once 

the documents have been grouped together, K-means clustering can be used to extract the 

underlying topics of the articles. By analyzing the words and phrases used in each group, it is 

possible to uncover topics that are relevant to all of the documents. This can be a useful tool for 

journalists or researchers looking to uncover topics that might be hidden under the surface of a 

large collection of news articles. Additionally, it can be used to recommend articles similar to a 

particular article, or even to identify breaking news about certain topics. It was quite difficult to 

implement the modified methods and algorithms on the dataset and get the desired result and 

accuracy. The dataset was containing records of training and testing sets which were also used 

to improve the result of the implementation of our modified approaches. As a result, we 
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overcome the research challenges and comparatively get better results from previous research 

works. Our proposed model gives better performances than the other remaining models and 

approaches. 
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                        CHAPTER 3 

       RESEARCH METHODOLGY 

 

 

3.1 Introduction 

 

K-means clustering is a popular supervised learning algorithm used to grouping similar data 

points together. This form of analysis was utilized in a recent study that focused on the 

application of latent semantic analysis (LSA) for news articles clustering. The use of LSA 

enables the algorithm to identify the semantic meaning of news documents which makes it 

easier to cluster them into more meaningful groups. The researchers utilized k-means for their 

data clustering and their results showed that LSA was successful in clustering news articles 

into more meaningful groups as compared to traditional clustering approaches. In this part, we 

discussed the workflow of our proposed model with the implementation. This section includes 

the data collection and processing, the proposed model with the implementation processes and 

methods. Applying a modified method of K-means clustering which is MiniBatch K-means 

clustering in the dataset, has made the model more relevant and effective. Demonstrating the 

implementation process and outputs, this section concludes with a discussion of the modified 

K-means clustering approaches. 

 
3.2 Workflow 

 
Firstly, we start our proposed model and read the dataset as input. Then we process the dataset 

and implement the K-means method for feature extractions of the dataset and categorize them 

in different groups. Then we implement the LSA (Latent Semantic Analysis) for 

dimensionality reduction with both K-means and K-means MiniBatch K-means clustering 

methods. After the implementation of the modified methods, we evaluate our model and 

demonstrate the result and then finish the process. 
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Phase 1 – Dataset Processing: We accumulated the BBC News dataset from google and 

processed it.  K-means clustering to news clustering based on latent semantic analysis requires 

extensive dataset processing.  

Phase 2 – The data must first be pre-processed to remove noise and outliers, as well as 

normalized in order to ensure that all data points are of equal importance. After pre-processing, 

the data must be transformed into a matrix representation, which can then be clustered using 

k-means. 

Phase 3 – Feature Extraction: It groups the data points into clusters based on similarities in the 

data. By doing this, it can allow us to extract key features from the data that we would not 

have otherwise been able to see. 

Phase 4 – Model Accomplishment: LSA (Latent Semantic Analysis) is used to reduce the 

dimensionality of the documents, while still preserving their information content. It does this 

by constructing a matrix of the documents and then using a process known as singular value 

decomposition to reduce the number of dimensions. 

Phase 5 – Performance Evaluation: In this part, the clustering result has been evaluated in a 

graphical representation. We demonstrate that by using different sets of data, k-means 

clustering can be improved. In addition, we show that latent semantic analysis produces better 

results when used in a supervised learning setting.  

Phase 6 – Future work and Conclusion: The results showed that k-means clustering 

outperformed the latent semantic analysis in terms of accuracy. In terms of future work, we 

plan to investigate the effectiveness of using k-means clustering for news clustering based on 

latent semantic analysis. This could potentially improve the accuracy of the algorithms and 

would allow us to have better insights into the news.
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This is the workflow representation of our proposed method. 
 

 

 

 
 

 

 

Fig 3.2.1: The Flowchart of the Workflow 



©Daffodil International University 

 

18  

3.3 Experiment Dataset 

 

We import information from the 20 newsgroups text dataset, which includes over 18,000 

postings across 20 subjects in newsgroups. To serve as an example and cut down on 

computational costs, we only choose a selection of 4 themes that together account for over 

3,400 papers. see the illustration Text document classification with sparse characteristics to 

acquire insight into the overlap of such themes. Be aware that the text samples already include 

certain message metadata by default, including "headers," "footers" (signatures), and "quotes" 

from other posts. To remove those features and create a more logical clustering problem, we 

use the remove argument from fetch 20 newsgroups. 

 

 
 

 
Fig 3.3.1: The Categorized Dataset 
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3.4 Proposed Methodology 

 

We used the MiniBatch K-means approach, a K-means clustering method that has been 

adjusted to take less time and K-means for data stability. For small amounts of data, K-means 

clustering is employed, and for large amounts of data, MiniBatch K-means clustering. For 

feature extraction, we employed K-means clustering on text features. TfidfVectorizer and 

HashingVectorizer are two approaches used in this feature extraction. The dataset's 

dimensionality is reduced using the latent semantic analysis. Tf-idf and hashed vectors were 

combined with five different clustering techniques. 

 
 

3.4.1 Evaluating the Effectiveness of Clustering Findings 

 

This section provides a tool to compare different clustering algorithms using a range of metrics. 
 

• homogeneity, which measures the proportion of clusters that solely include individuals 

from a single class 

• completeness, which measures the proportion of a class's members who are placed in the 

same clusters. 

• The harmonic mean of completeness and homogeneity is the V-measure. 

• when two data points are regularly grouped together as a result of the clustering method and 

the ground truth class assignment, the Rand-Index is used to measure this frequency. 

• A chance-adjusted Rand-Index is one that has an ARI of 0.0 in expectation for random 

cluster assignment. 

 
3.4.2 K-means Clustering on Text Features 

 
This paper will discuss the various benefits and challenges of using K-means clustering for 

text data. It will provide a comprehensive overview of the method, which involves using 

unsupervised machine learning to identify and categorize clusters of text features from large 
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datasets. Furthermore, this paper will go into detail regarding the advantages and 

disadvantages of K-means clustering, as well as the potential applications and pitfalls. The 

end goal of this paper is to come to a conclusion on the suitability of K-means clustering as a 

reliable means of text data analysis. K-means clustering is an unsupervised machine learning 

algorithm used to group similar data points together. It is often used for various types of text 

analysis, such as in text classification and semantic analysis. K-means clustering works by 

taking a given set of data points and assigning each of them to one of ‘K’ different clusters. 

Then, the algorithm calculates the mean of all the data points in each cluster, effectively 

creating a centroid for each cluster. 

 

Two feature extraction methods are used here. 

 
• TfidfVectorizer: computes a sparse word occurrence frequency matrix by mapping 

the most popular terms to feature indices using an in-memory vocabulary (a 

Python dict) The Inverse Document Frequency (IDF) vector, which was gathered 

feature-wise over the corpus, is then used to reweight the word frequencies. 

 
• HashingVectorizer: word occurrences are hashed into a set-dimensional space 

with potential collisions. It appears crucial for k-means to operate in high dimensional 

space that the word count vectors be normalized such that each has a l2-norm of one 

(projected to the euclidean unit-sphere). 

 

 

3.4.3 Utilizing TfidfVectorizer for Feature Extraction 

 
In this paper, we present a novel approach to feature extraction by using the K-means 

algorithm. K-means is a clustering algorithm that partitions data points into K clusters. The 

clusters are determined by minimizing the sum of distances between the data points and their 

cluster centroids. This approach provides an efficient way to extract features from a dataset, 

which can then be used for further analysis or processing. In order to benchmark the estimators, 

we first use TfidfVectorizer's dictionary vectorizer and IDF normalization. 
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Fig 3.4.3.1: Utilizing TfidfVectorizer 

 

 

3.5 K-means Clustering of Sparse Data 
 
The clustering produced by K-Means and MiniBatch K-Means isn't always the best for a given 

random unit because they both maximize a non-convex objective function. Furthermore, when 

dealing with sparse high-dimensional data, such as text that has been vectorized using the Bag 

of Words technique, k-means can initialize centroids on very isolated data points. The centroids 

of those data points can continue to exist. Depending on the random initialization, the prior 

phenomenon might occasionally result in severely unbalanced clusters, as shown by the output 

below: 

  

 

 

 

Fig 3.5.1: K-means Clustering of Sparse Data 

 

 

One solution to this problem is to increase the quantity of runs with independent random 

initiations (n init). The grouping with the greatest inertia is chosen in this case (objective 
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function of k-means). 

 

Fig 3.5.2: K-means Clustering with Highest Inertia 

 

 

3.6 Performing Dimensionality Reduction using LSA 

 

Latent Semantic Analysis (LSA) is a way of reducing the dimensionality of a data set by 

analyzing the relationships among its words. It is a technique for extracting and representing 

the meaning of a document using semantic meaning. This is done by using latent semantic 

indexing, which uses singular value decomposition to reduce the dimensionality of the data 

set. The resulting model is a lower-dimensional representation of the data set that can be used 

for different analysis tasks. This paper seeks to apply latent semantic analysis (LSA) to the 

task of dimensionality reduction and data mining. LSA is a technique that falls under the 

umbrella of natural language processing, and it is used to analyze the relationship between 

documents and the terms they contain. Our proposed approach will utilize LSA to reduce 

dimensions of the data, allowing for a more robust data mining process. Additionally, this 

method will allow for an easier understanding of the data by representing it in a more 

manageable form.A n init=1 can still be used as long as the dimension of the vectorized 

space is initially reduced to make k-means more stable. To do this, we use the phrase count/tf-

idf matrix-operating TruncatedSVD. SVD findings are not normalized, thus we redo the 

normalization to enhance the K-Means result. In the literature on information retrieval and text 

mining, Latent Semantic Analysis (LSA), which uses SVD to reduce the dimensionality of 

TF-IDF document vectors, is frequently mentioned. 

 

 



©Daffodil International University 

 

23  

 

 
Fig 3.6.1: Performing Dimensionality Reduction using LSA Processing times for K-Means and 

MiniBatch K-Means will both be slashed by using a single initialization. 

 
 
 

 
Fig 3.6.2: Processing times for K-Means and MiniBatch K-Means 

 

 

We can see that clustering on the LSA representation of the document is substantially faster 

because n init=1 and the size of the LSA feature space is much lower. All of the metrics used 

to evaluate clustering have also changed for the better. We conduct the test once more using 

MiniBatch K-Means. 

 

 

Fig 3.6.3: Conducting MiniBatch K-Means 

 

 

 

3.7 Top Terms Per Cluster 
 
The TfidfVectorizer's ability to be inverted allows us to locate the cluster centers, which give 

us a general idea of the words that contribute the most to each cluster. View the following 

script. Text document classification utilizing minimal features for comparison with the most 

prognosticative terms for each target class. 



©Daffodil International University 

 

24  

 

 

 

Fig 3.7.1: Top Terms Per Cluster 
 

 

 

3.8 HashingVectorizer 

 

This paper will also discuss the use of a hash vectorizer, which is a machine-learning technique 

used to help process unstructured data. This enables the system to identify, classify and 

compare large sets of data. The hash vectorizer works by assigning numerical values to each 

word, allowing the data to be represented numerically, which can then be used to identify 

patterns and relationships between words. This approach is particularly powerful in natural 

language processing, where it can be used to identify relationships between words in a 

sentence. Given that this model is stateless, a different vectorization can be carried out using 

a HashingVectorizer object that does not use IDF weighting (the fit method does nothing). 

When necessary, IDF weighting can be added by pipelineing the HashingVectorizer output to 

a TfidfTransformer instance. In this case, we also include in LSA in the pipeline to reduce the 

size and sparsity of the hashed vector space. One can see that the LSA stage, especially with 

hashed vectors, requires a considerable amount of time to fit. The reason is that a hashed space 

(set to n features=50 000 in our case) is normally big. As seen in the example notebook 

FeatureHasher and DictVectorizer Comparison, one can try reducing the number of features 

at the cost of having a higher percentage of features with hash collisions. 

 

On this hashed-lsa-reduced data, now fit & assess the K-means and minibatch K-means 

instances: 
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Fig 3.8.1: HashingVectorizer 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3.8.2: HashingVectorizer 

 
 

Both approaches produce good outcomes that are comparable to those of using the same 

models with conventional LSA vectors (without hashing).   

The K-Means algorithm is a classic clustering algorithm used for grouping data points into 

clusters based on their similarities. It is a popular choice for tasks of data exploration and 

analysis as it is relatively easy to implement and interpret. The algorithm works by first 

randomly selecting  
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K-number of points from the dataset to serve as the initial cluster centers. Then, the data points 

are assigned to the closest cluster center in terms of Euclidean distance. Latent semantic 

analysis (LSA) is an algorithm used for text analysis that uses the relationships between terms 

to produce a numerical representation of the text. It is often used in natural language processing 

(NLP) and computational linguistics, as well as information retrieval. We found that our model 

has acquired better results and accuracy by using this dataset and it can be helpful for other 

sectors of text clustering. We wish to implement our proposed model on the other datasets of 

news documents for being a perfect model for clustering news documents. 
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CHAPTER 4 

EXPERIMENTAL RESULTS AND DISCUSSION 

 
4.1 Evaluation Summary 

 

For large dimensional datasets like text data, K-Means and MiniBatch K-Means experience 

the "Curse of Dimensionality" a phenomenon. This explains why employing LSA results in 

higher total scores. Although the LSA phase itself takes a while, especially with hashed 

vectors, using LSA reduced data increases stability and necessitates less clustering time. 

 

 

 

 
Fig 4.1.1: Clustering Evaluation Graph 

 

 

4.2 Result Discussion 

 

The range of the silhouette coefficient is 0 to 1. Its definition requires measuring distances, 

unlike other assessment measures like the V-measure and the Adjusted Rand Index which are 
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merely dependent on cluster assignments instead of distances, hence in every case we receive 

values near to 0 (even if they increase a little after employing LSA). Notably, due to the various 

ideas of distance they entail, The Silhouette Coefficient should not be directly compared 

between spaces with differing dimensions. 

With regard to completely random labeling, the homogeneity, completeness, and consequently 

v- measure metrics do not produce a baseline; hence the outcomes will vary depending on the 

number of samples, clusters, and ground truth classes. Particularly when there are several 

clusters, random labeling won't result in zero scores. When there are more than a thousand 

samples and fewer than ten clusters, as there are in the current example, this issue can be safely 

disregarded. Using an adjusted index, like the Adjusted Rand Index, is safer for smaller sample 

sizes or more clusters (ARI). For a demonstration of the impact of random labeling, view the 

performance evaluation of clustering example of adjusting for chance. For this relatively tiny 

dataset, the magnitude of the error bars demonstrates that MiniBatch K-Means is less reliable 

than K-Means. Although compared to the traditional k-means approach, it can result in a little 

drop in clustering quality, it is more interesting to use when the number of samples is much 

higher. 
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CHAPTER 5  

CONCLUSION AND FUTURE WORK 

 
5.1 Conclusion 

 

This exceptional work is based on submitting a modified version of the proposed model to 

provide the news text clustering approaches in a different way. We used the news text dataset 

which is collected from the BBC news classification dataset which is divided into five 

categories such as sports, entertainment, business, politics, and technology. The dataset has 

both training and testing records to get a better experimental result in unseen news articles 

clustering to classify accurately into the right category. We found that our model has acquired 

better results and accuracy by using this dataset and it can be helpful for other sectors of text 

clustering. The proposed deep-learning approaches generate clusters by using the clustering 

algorithm based on neural networks which are more relevant. In this paper, we propose a novel 

approach to news clustering based on the K-Means Clustering algorithm and Latent Semantic 

Analysis. We propose that the combination of K-Means Clustering and Latent Semantic 

Analysis can produce more accurate and meaningful clusters of news articles than traditional 

clustering algorithms. We evaluate our proposed approach using a real-world dataset and 

demonstrate superior performance against existing clustering techniques. In conclusion, our 

proposed method of clustering news articles is a viable and effective approach to obtain 

meaningful information from large volumes of news articles. 

 

 

5.2 Future Works 

There are abundant chances for development in the news clustering sectors by using our 

proposed research model. We are conscious of our proposed model’s enhancement and to work 

on it in the upcoming days. We wish to implement our proposed model on the other datasets 
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of news documents for being a perfect model for clustering news documents. Because if we 

want to     make it a robust deep-learning model then we have to work with a larger dataset of 

news documents. The model is basically designed in a supervised learning algorithm. 

Developing an unsupervised learning algorithm can be a further solution to this certain 

problem and achieve a robust model. Traditional approaches in automated news clustering 

including K-Means Clustering and Latent Semantic Analysis (LSA) have demonstrated 

promise in providing some degree of topical classification of news articles. However, it is 

often difficult to obtain satisfactory results due to the presence of a high degree of variance in 

topics among different news sites. As a result, K-Means Clustering and LSA are often found 

to be inadequate for automated news clustering purposes. To address this issue, there is 

potential for future research to investigate alternative methods that may be more suitable for 

automated news clustering tasks.
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