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ABSTRACT 

Cervical cancer is one of the deadliest diseases, causing a significant number of premature 

deaths in under-developed countries. Several risk factors are responsible for causing 

cervical cancer. Several organizations and individuals have proposed numerous 

approaches, as employing machine learning classifiers has become a very common practice 

in recent years. This study includes a sophisticated predictive model for classifying cervical 

cancer stages, as well as traditional machine learning classifiers for comparative analysis. 

This study used a highly imbalanced data, and missing values are present for a number of 

attributes. The missing value imputation technique, along with the Synthetic Minority 

Oversampling Technique (SMOTE), was applied to resolve the data imbalance issue. 

Several feature selection techniques, like Univariate Feature Selection(UFE) and Recursive 

Feature Elimination (RFE) were employed to determine the most important attributes for 

the classification outcomes. A comparison of the performance of various machine learning 

classifiers such as Decision Tree Classifier (DTC), Random Forest Classifier (RFC), 

Logistic Regression Classifier (LRC), Gaussian Naive Bayes (NBC), K Nearest Neighbors 

(KNNC), Gradient Boosting Classifier (GBC), AdaBoost Classifier (ABC), XGBoost 

Classifier (XGBC), and Support Vector Classifier (SVC) before and after the application 

of sampling and using feature selection methods to exhibit the effectiveness of the 

classifiers. In the same manner, ensemble methods like Bagging, Boosting, Stacking and 

Voting Classifier were employed with a view to obtaining an improved score. The 

application of Hyper Parameter Tuning does the job of getting the best set of parameters 

for classification. Thus, this work shows a marginal downfall in outcomes after the 

application of feature selection techniques and significant improvement in ensemble 

methods. RFC achieved the highest accuracy score of 99.60% after employing the feature 

selection technique (RFE).  

Keywords: Cervical Cancer, Hyper Parameter Tuning, Recursive Feature Elimination, 

Ensemble Methods, Runtime Calculation  
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CHAPTER 1 

Introduction 

 

1.1 Overview 

The cancer of cervix uteri has been the seventh most common cancer causing a significant 

number of deaths per year. Among the various possible difficulties women face in life, the 

most critical ailment is cervical cancer. Cervical cancer is mostly caused by a prolonged 

infection with the Human Papillomavirus (HMV)[1]. Women’s unawareness about the 

early detection to eradicate the disease is also responsible for growing cervical cancer [2]. 

Cervical cancer has an extremely alarmingly high fatality rate which has made it one of the 

most dangerous cancer types. According to World Cancer Research Fund International, 

cervical cancer has affected about 604,127 women having a ratio of 13.3 women per one 

hundred thousand in 2020 where the mortality rate comes 7.3 women per one hundred 

thousand causing 341,81 deaths worldwide [3]. As HPV virus cause almost no symptoms, 

it is very necessary to predict early and take precaution as WHO declares the early detection 

and effective management can make cervical cancer treatable. Estimated 444,500 new 

cases are being added to the stat annually as per the research statistics of WHO [4]. More 

than 80% deaths are taking place in the under-developed countries and the well-developed 

countries are also in risk as the number of patients with cervical malignancy are increasing 

with the time being [5]. With the arrival of new technologies and innovative ideas, several 

models and ideas are proposed in recent years to predict, cure and stage cervical cancer. 

Medical data being accessible to the researchers has paved a new path of analyzing and 

innovating. Using ML techniques has been very effective way to the diagnosis processes 

of cervical cancer. With the advent of ideas in each of the previous works, they contain 

some gaps as well. Our goal is to fill the previous research gaps and building a sophisticated 

model which can make efficient prediction with less computational complexity and higher 

prediction outcome comparing to the recent works. This article goes through employing a 

very careful sequence of procedures stated in the following- 
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• The dataset needed to go through the process of missing value imputation for 

several attributes. 

• Numerous data preprocessing techniques were employed to make smooth 

classification such as SMOTE, Standard Scalar, manual partitioning of categorical 

and numerical data. 

• The traditional machine learning classifiers employed in the work for efficient 

staging are DTC, RFC, LRC, NBC, KNNC, GBC, ABC, XGBC and SVC 

• To determine the most significant features and compare classifiers, two feature 

selection approaches were used: Univariate Feature Selection and Recursive 

Feature Elimination.  

• Hyper Parameter Tuning was added to the techniques to find out best set of 

parameters. 

• Ensemble methods to boost the classification performance were also employed 

where the methods include- Bagging, Boosting, Stacking and Voting Classifier. 

• Evaluation study was performed to show the comparison of the classification 

performance with other existing works. 

 

The embellishment of this article includes six more sections. The background study is 

contained in section 2. Section 3 contains the research methodology including 

classification algorithms, ensemble classifiers and other implemented techniques. Section 

3 includes the analysis of the experimental result for comparison of scores. Section 5 and 

6 contains conclusion and future possibility of expanding the work and references 

respectively. 

 

1.2 Motivation 

The alarming rate of getting affected to cervical cancer and the gradual increasing in the 

number of deaths worldwide has been a major issue in recent years. The unawareness of 

the women in developing countries about the severity of persistent infection of HMV in 

cervix uteri has made them the worst victim of getting affected and face the consequence.  
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According to World Health Statistics, every year 7.75 women per 100,000 face the 

consequence of death due to Cervical Cancer [6]. Centers for Disease Control and 

Prevention states, 13,000 new cases and 4,000 deaths are counted in the USA each year[7]. 

Many researches and diagnosis methods are taking place, yet the mortality rate is not 

getting decreased. Research gaps, lack of usage in optimal methods are not letting the rate 

to come down to zero. Being a citizen of a developing country and witnessing the disease 

in the surroundings motivates us to propose sophisticated approaches to generate efficient 

outcomes and to fill the gaps exists in previous researches. 

  

1.3 Research Objectives 

o To make early staging of cervical cancer. 

o To analyze smooth and efficient solution. 

o To assist in detection and diagnosis process. 

o To spread awareness to people about the threat of persistent HPV virus. 

 

1.4 Research Questions 

o What approaches make the classification approach better? 

o What key features the dataset contain? 

o What algorithms are employed in this research? 

o What preprocessing techniques are applied to make the dataset ready for efficient 

prediction? 

o What differs this research from other existing work? 

 

1.5 Research Layout 

o Background 

o Research Methodology 

o Experimental Results and Discussion 

o Conclusion & Future Work 

o Reference 
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CHAPTER 2 

Background Study 

2.1 Related Works  

Since cervical cancer being a very common disease in the recent decades, huge number of 

researches have taken place contributing to the medical sector continuously to initialize the 

diagnosis process earlier. By fusing the relief feature technique with the wrapper method 

of a genetic algorithm, B. Nithya et al. [8] offered an optimum classification method that 

generates a revised feature subset of data. The dataset used in this study was collected from 

SEER database which needed to go through few preprocessing techniques including 

missing value imputation and removing the rows containing excessive missing data. The 

incorporation of filter and wrapper feature selection methods were employed to obtain the 

optimal feature subset. The algorithms applied with 10-fold cross validation are C5.0, 

Random Forest and KNN. The experimental result shows scores for different stages of 

cervical cancer and ovarian cancer where the proposed approach gained a significant 

accuracy of 96.98% for cervical cancer and 97.5% accuracy for ovarian cancer where the 

highest accuracy of 97.96% was gained using traditional RF classifier. This work lacks the 

implementation of hybrid classifier to boost the score and the proposed technique was not 

compared with only two traditional machine learning classifiers. Jesse Jeremiah Tanimu et 

al. [9] developed a predictive model for generating the classification outcomes of cervical 

cancer. This study's data was culled from the UCI Machine Learning repository. The 

dataset containing missing values for several attributes and is highly imbalanced. It has 

gone through missing value imputation through dropping and omitting. The only ML 

classifier employed here is Decision tree (DT). The classification performance before and 

after employing Recursive Feature Elimination was observed to have an improved 

accuracy after employing. For resolving the imbalance issue, SMOTETomek technique 

was employed combining under and oversampling technique. To validate the classification 

result, K-fold cross validation technique was employed. The DT classifier gained the 

accuracy of 96% before employing feature selection technique and balancing technique 

which was improved to 98% after employing this approaches. Thus,   
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the developed model has gained an improved accuracy comparing to the traditional 

classification approach. The comparative analysis shows the improvement after sampling 

and feature reducing was employed. This work also lacks the implementation of ensemble 

techniques for further boosting of the classification scores. Naif Al Mudawi et al. [10] 

presented a sharp way to predict cervical cancer. The dataset was collected from UCI 

Machine Learning Repository. Data preprocessing section in this work includes data 

cleaning, data transformation and data reduction, dimension reduction, normalization, 

discretization and concept hierarchy generation. The machine learning classifiers 

employed in this study are support vector machine (SVM), decision tree classifier (DTC), 

random forest (RF), logistic regression (LR), gradient boosting (GB), XGBoost, adaptive 

boosting (AB) and K-Nearest neighbor (KNN). The highest accuracy of 99% was gained 

by employing Decision Tree Classifier on the dataset. Computational complexity was 

calculated to assess the efficacy of the ML classifiers employed in this work. For achieving 

better residuals, cross validation technique was employed. Exploratory and survey data 

analysis was employed to make a summarized discussion on this research. No application 

of ensemble techniques and feature selection techniques were employed putting all focus 

on preprocessing technique to gain improved score. A combination of the feature selection 

and stacked generalization approaches was developed by Avijit Kumar Chaudhury et al. 

[11]. The research data utilized in this article was obtained from the UCI Machine Learning 

Repository. In this research, we use a three-stage hybrid feature selection strategy in 

combination with a stacked classification model. In the initial step of the selection process, 

we use a Genetic Algorithm and Logistic Regression to find a set of 12 characteristics that 

are highly linked with the class. In the second round of selection, five characteristics are 

used using a Genetic Algorithm and a Logistic Regression Architecture. Classifiers like 

Logistic Regression (LR), Naive Bayes (NB), Support Vector Machine (SVM), and Extra 

Trees (ET) are used with the aforementioned 5 characteristics in the final stage selection 

to produce accurate cervical cancer classifications. 10-fold cross validation technique was 

employed to demonstrate performance improvement of LR, NB, SVM, ET, RF & GDB 

classifiers reducing the features. Splitting takes place in three different partitions, 50-50, 

66-34 and 80-20 to record the classification performance. With  
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a very high accuracy, this work doesn’t contain the attempt of employing several ensemble 

classifiers for the further improvement of the classification performance of cervical cancer. 

Laboni akter et al. [12] employed several machine learning classifiers to get the 

classification score of cervical cancer. The dataset was collected from UCI machine 

learning repository. The preprocessing technique only include Min-Max scaling approach. 

The machine learning classifiers employed in this work are Decision Tree, Random Forest 

and XGBoost. The highest accuracy of 93.33% was generated for all three classifiers. This 

work lacks any significant or unique approach of employing preprocessing, feature 

selection or the application of ensemble classifiers. Surbhi Gupta et al. [13] demonstrated 

a new approach of employing ensemble technique to machine learning classifiers for 

automatic diagnosis of cervical cancer. The dataset used in this study was collected from 

University of California Irvine database repository. The dataset needed to go through 

missing value imputation and several preprocessing techniques. Missing values where 

handled using K-Nearest Neighbors (KNN) classifier. ROS technique was implemented to 

balance the data. Another preprocessing technique include Data Standardization and 

Dimension Reduction. Both 80-20 splitting and 10-fold cross validation technique was 

performed. Extremely Randomized Trees Feature Selection and Random Forest Feature 

Selection technique was performed to reduce the number of features to improve the 

classification performance. The traditional machine learning classifiers implemented in 

this work are K-Nearest Neighbors (KNN), Gradient Boosting Classifiers (GBC), Random 

Forest Classifier (RF), Multi-Layer Perception (MLP) Classifier. The ensemble techniques 

employed are stacking voting classifier which comes in two different approach as Majority 

Voting Ensemble and Weighted Voting Ensemble. Traditional RF outscored both Majority 

and Weighted Voting Classifiers. The highest accuracy of 99.6% score was gained 

employing Stacking classifier. Only two ensemble technique were employed in this study. 

Irfan Ullah Khan et al. [14] proposed a study for early detection of cervical cancer using 

feature selection technique and ensemble based machine learning classifiers. The dataset 

used in this study was collected from Hospital Universitario de Caracas which is also 

available in UCI repository. The preprocessing technique includes missing value  
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imputation technique done by using the most frequent value technique. The imbalance 

issue was resolved by applying SMOTE which follows the approach of oversampling the 

minority class. Firefly feature selection technique was employed for the reduction of 

features to make the classification performance more efficient. Ensemble-based machine 

learning classifier like Random Forest, Extreme Gradient Boosting and AdaBoost 

Classifier were applied to train the model. The classification was performed on several 

attributes. For every distinct target attribute, XGB classifier gained the highest accuracy 

score for all features and selected features. This work also didn’t come out of implementing 

traditional machine learning classifier and it lacks the application of ensemble classifiers 

like Bagging, Boosting, Voting and Stacking classifier. Jesse Jeremiah Tanimu et al. [15] 

comes up with another predictive model performance for classifying cervical cancer. The 

cervical cancer dataset from UCI Machine Learning Repository was used in this work. The 

only machine learning classifier employed in this work is Decision Tree (DT) classifier. 

The preprocessing section includes missing value imputation and resolving the imbalance 

issue. The feature selection implementation section includes filter method, wrapper method 

and embedded method to select the most important feature and reduce the number of 

features. The imbalanced class resampling techniques applied is a hybrid technique 

SMOTEomek which includes both Undersampling and Oversampling technique to balance 

the distribution. The traditional DT classifier gained the accuracy of 95.29% which was 

improved to 97.65% after employing RFE method and 96.47% after implementing LASSO 

method. The further improvement of the classification was done employing the 

SMOTEomek to balance the issue after the implementation of RFE feature selection 

method generating the highest accuracy of 98.82%. 
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CHAPTER 3 

Research Methodology 

3.1 Overview 

This study goes forward implementing the dataset gathered from UCI Machine Learning 

Repository. The methods employed in this study are of several categories. The overall 

research methodology includes- dataset collection, dataset preprocessing, model fitting, 

feature selection, feature selection ensemble, hyper parameter tuning, computational 

complexity calculation and experimental result analysis. The machine learning models 

employed in this study are Logistic Regression Classifier (LRC), Random Forest Classifier 

(RFC), Decision Tree Classifier (DTC), Gaussian Naïve Bayes (NBC), KNeighbors 

Classifier (KNNC), Gradient Boosting Classifier (GBC), AdaBoost Classifier (ABC), 

XGBoost Classifier (XGBC) and Support Vector Classifier (SVC) before and after the 

implementation of sampling technique. In order to generate further improved score for this 

study, several ensemble methods like Bagging, Boosting, Voting and Stacking were 

employed. The best parameter set was found out employing hyper parameter tuning. Then 

the runtime calculation for each applied models were performed.  
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Figure 1: Overall Process Diagram 
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3.2    Pre-processing 

3.2.1   Missing Value Imputation: The missing value imputation technique employed   

           went through several procedures. The column which needed to be imputed was   

           removed from the independent column list. The rest of the independent columns   

           that contained null values were filled with either mean or median depending on      

           their dataset. Then the vacant column was considered as the class and the rest of  

           the columns were considered as training set. Thus the training set was trained to     

           predict and generate the missing values of the considered class using Decision   

           Tree Classifier (DTC) model. This was how the missing values were imputed. 

 

3.2.2   Handling Imbalanced Data: Handling imbalanced data indicates equalizing the  

           distribution of class data so that the classification outcome is improved with better  

           score. The technique employed for equalizing the class distribution is Synthetic  

           Minority Oversampling Technique (SMOTE). It manages data by systematically  

           adding more cases to the dataset [16]. While using the entire dataset as input, it    

           boosts the data of minorities. 

                                               

Figure 3.2.2: Pie Diagram of Class Values 

3.2.3   Feature Scaling: The range of independent features in data are normalized using  

           the feature scaling method. The technique implemented to scale the data in a definite  

           range is standard scalar. Data must be scaled to meet a conventional normal   

           distribution as part of standardization. A standard normal distribution is 1 with a  

           mean of 0 and a standard deviation of 1. [17]. 
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3.3    Correlation Between Working Attributes   

The interdependence between two variables and how one variable varies in response to the 

change in another is determined by the correlation subplot. Higher correlations between 

variables suggest successful prediction of one variable from another [18]. Additionally, the 

dataset can be understood better and key factors can be found with the aid of the depiction 

of the correlation subplot. All the features that are connected with the predicted property 

"Biopsy" are shown in Fig. 2's illustration. The correlation is stronger when the value is 

higher and the color is darker.  

 

Figure 3.3: Correlation between the attributes 
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3.4    Classification Algorithm 

The conventional machine learning classifiers implemented in this study with certain set 

of parameters are Logistic Regression (LRC), Random Forest Classifier (RFC), Gaussian 

Naïve Bayes (NBC), Decision Tree Classifier (DTC), K-Nearest Neighbors Classifier 

(KNNC), Gradient Boosting Classifier (GBC), AdaBoost Classifier (ABC), XGBoost 

Classifier (XGBC) and Support Vector Classifier (SVC) to generate the classification 

outcome for the dataset. 

 

3.4.1   Logistic Regression (LRC): Using the correlation between independent and 

dependent variables, logistic regression models can predict the dependent variable of 

interest. In some cases, logistic regression may be used to estimate the probability of a 

discrete result in light of one or more input factors. The most often used logistic regression 

models provide a binary output. When there are more than two possible outcomes, 

multinomial logistic regression can be used as a modeling tool. While attempting to find 

which category a fresh sample most closely resembles, Logistic regression is a useful 

method of statistical analysis[19]. The parametric form of the distribution 𝑃(𝑌|𝑋) is 

logistic regression where the parametric model can be expressed as (see equation 1,2) [21], 

𝑃(𝑌 = 1|𝑋) =  
1

1 + exp (𝑤0 + ∑ 𝑤𝑖𝑥𝑖)
𝑛

𝑖=1

                           (1) 

 

 

𝑃(𝑌 = 1|𝑋) =  
exp (𝑤0 + ∑ 𝑤𝑖𝑥𝑖)

𝑛

𝑖=1

1 + exp (𝑤0 + ∑ 𝑤𝑖𝑥𝑖)
𝑛

𝑖=1

                        (2) 

 

Here 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑛} indicates a vector containing either discrete or continuous values 

where 𝑌 is a discrete value. 𝑊 denotes the likelihood that the observed 𝑌 values in the 

training data will occur. 

3.4.2   Decision Tree Classifier (DTC): Decision trees organize instances into categories 

by branching them out from a central node to a set of "leaf" nodes that provide the 
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classification. To assign a category to an instance, we examine the attribute pointed out by 

the node at the tree's root, and then follow the branch of the tree that corresponds to the 

attribute's value. The Decision Tree technique, which uses only two numClasses, is one of 

the most powerful and well-known prediction techniques available. A decision tree is a 

hierarchical data structure in which each leaf node stands for a distinct class and each inside 

node stands for a separate attribute test. Commonly utilized is a tree structure that 

progresses backwards in "learning" based on decision trees (DT). Problems involving 

classification and regression can both be solved using the technique. The "splitting" process 

is then used to identify the "Best Feature" or "Best Attribute" from the set of accessible 

characteristics as the tree develops from the root node. It is common practice to determine 

the "Best Attribute" by calculating two additional metrics, "Entropy," as shown in (3), and 

"Information Gain," as shown in (4) [20]. The feature that offers the most valuable data is 

the "best characteristic." Dataset homogeneity is measured by entropy, while the rate of 

change in entropy of characteristics is measured by information gain. 

 

𝐸 (𝐷) =  −𝑃 (𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)𝑙𝑜𝑔2 𝑃 (𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒) −  𝑃 (𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)𝑙𝑜𝑔2 𝑃 (𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)     (3) 

𝐺𝑎𝑖𝑛 (𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝑋)  =  𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝑌 )  −  𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑋, 𝑌 )        (4) 

 

Here The Entropy E of a dataset D that contains both positive and negative "Decision 

Attributes" is determined by Equation (3). 

 

3.4.3   Random Forest Classifier (RFC):  An ensemble approach, the Random Forest 

(RF) classifier is used. This suggests that it has multiple algorithms. Usually It consists of 

various DT algorithms in this instance. During the training portion, RF constructed a 

complete forest out of several unrelated and random Decision Trees. In ensemble learning 

techniques, many learning algorithms are combined to build a single, superior predictive 

model. Although RF uses more features than a solitary DT, computational complexity may 

rise as a result, it typically performs more accurately when working with unknown datasets. 

The outcome of the Random Forest algorithm is the average outcome of all Decision Tree 

algorithms combined. In order to achieve the optimal outcome, the Random Forest 
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ensemble classifier constructs and combines a number of decision trees. Assembling 

bootstraps is mostly used to understand trees. Assuming the provided data  𝑋 =

{𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛} along with the response 𝑌 = {𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛} having the lower limit 

b=1 to upper limit B. So, the prediction for sample 𝑥′ consists of averaging the prediction 

∑ 𝑓𝑏(𝑥′)
𝐵

𝑏=1
 for every single tree 𝑥′ as shown below (see equation 5) [21], 

j=
1

𝐵
∑ 𝑓𝑏(𝑥′)                                        (5)

𝐵

𝑏=1
 

In large data research, the Random forest (RF) classifier is often employed since it is a 

combination of numerous different tree predictors. It's a technique for learning useful in 

ensemble classification and regression. 

 

3.4.4 K-Nearest Neighbors Classifier (KNNC):  K-Nearest Neighbors (n neighbors = 5) 

is a popular classification strategy in machine learning. It has previously been used to treat 

several diseases. KNN is called nonparametric since it makes no assumptions about data 

distribution. KNN takes into account the similarities between the new and old data and 

assigns it to the group that it most closely resembles. KNN is utilized for both regression 

and recognition issues. It is called the lazy learner algorithm because it takes time to learn 

from training data. Using the equation, KNN computes the Euclidean distance between 

new 𝐴 (𝑥1, 𝑦1) data and previously accessible 𝐵(𝑥2, 𝑦2) data (see equation 6)[22]. 

√(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2             (6) 

In two-dimensional space, the Euclidean formula can be used to calculate the distance 

between two data points (𝑥2, 𝑥1) and (𝑦2, 𝑦1). KNN assigns new data to the class with the 

shortest Euclidean distance to the new data. 

 

3.4.5. AdaBoost Classifier (ABC): Adaptive Boosting, or AdaBoost for short, is a 

Boosting strategy for binary classification that combines many poor classifiers into a 

single, more reliable one. The approach generates the expected precision with a sample 

size of 1000 As illustrated in, the training dataset instances are weighted with a starting 

weight (7) 

𝑊𝑒𝑖𝑔ℎ𝑡(𝑥𝑖) =
1

𝑁
                                                       (7) 
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For each input variable, the decision stump produces an output. where N is the total number 

of instances used for training and 𝑥𝑖 is the 𝑖𝑡ℎ example. An output is generated by the 

decision stump for each input value. The rate of misclassification is then computed using 

equation (8). 

𝐸𝑟𝑟𝑜𝑟 =
𝐶𝑜𝑟𝑟𝑒𝑐𝑡 − 𝑁

𝑁
                                              (8) 

where N denotes the number of training instances. Boosting is just using many basic 

trainers intanded to get a more precise prediction. AdaBoost (Adaptive Boosting) adjusts 

the weights of samples and classifiers. As a result, the classifiers focus on findings that are 

rather difficult to reliably classify [23]. Equation depicts the final classification formula 

(9). 

ℎ𝑘(p)  =  +/ − ( 𝑓(𝑥) = 𝑎0 + (∑(𝑎𝑘ℎ𝑘(p))

𝑘

𝑘=1

      (9) 

A linear combination of all weak classifiers (simple learners) is shown in Equation (9), 

where 𝑘 denotes the total number of weak classifiers.ℎ𝑘(p) is the output of the weak 

classifier 𝑡 (which can be 1 or 1). The weight of classifier 𝑘 is denoted by 𝑎𝑘. 

 

3.4.6. Gradient Boosting Classifier (GBC): For classification and regression issues, the 

Boosting method known as Gradient Boosting only needs 100 samples. An enhanced loss 

function, a weak learner to produce predictions, and an additive model to combine weak 

learners in order to minimize the loss function make up Gradient Boosting. In order to 

make algorithms more effective, Gradient Boosting can be used to eliminate overfitting. 

The 'Grabit' model, which is the result of applying gradient tree Boosting to the Tobit 

model, improves accuracy in situations when there is a mismatch between the numbers in 

each class. Despite it requires prior knowledge of a specific area, boosting over base 

techniques, also known as tree based learners, can improve prediction accuracy across a 

wide variety of datasets [24]. Unlike conventional machine learning, Boosting does not 

include optimizing the function space. After 𝑚𝑡ℎ iterations, the optimal function 𝐹(𝑋) is 

attained (see equation 10). 
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F (X)  =  ∑ fi(x)                                                              (10)

𝑚

𝑖=0

 

 where 𝑓𝑖 (𝑥) 𝐼 =  1, 2, . . . , 𝑀) denotes feature increments and 𝑓𝑖 (𝑥)  =  𝐼 𝑥 𝑔𝑚 (𝑋). The 

most recent base-learner has the highest loss function that is connected with negative 

gradients. 

The 𝑚𝑡ℎ iteration  for the negative gradient is(11), 

gm =  − [ 
∂L (y, F (X)

∂F (X)
] F(X) = Fm − 1(X)                 (11) 

where 𝑔𝑚 is the path along which the loss function reduces the fastest when 𝐹(𝑋) =

 𝐹𝑚 − 1(𝑋). A new decision tree seeks to repair the error caused by its predecessor. The 

𝑇 model is then altered to (12).  

𝐹𝑚 (𝑋) =  𝐹𝑚  −  1 (𝑋) +  𝜌𝑚𝑥ℎ𝑚(𝑋, α𝑚)                     (12 

 

 

 

 

 

 

 

 

 

 

3.4.7. XGBoost Classifier (XGBC):  To put it simply, XGBoost is a decision tree with a 

gradient boost. Following this method, decision trees are generated one after the other. 

When using XGBoost, weights are essential. The decision tree, which makes predictions 

based on a number of factors, is fed information about the various weights assigned to the 

independent variables. Variables that were not initially considered by the tree are given a 

larger weight and are used to train a second decision tree. A more robust and accurate 

model is constructed by combining many independent classifiers. It can do regression, 

classification, ranking, and custom prediction tasks [25]. 
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Figure 3.4.7: Structure of XGBoost Classifier 

 

3.4.8. Gaussian Naïve Bayes (NBC): Naive Bayes classifier refers to a group of 

classification algorithms based on Bayes' Theorem which calculates the likelihood of an 

event occurring given the chance of another event occurring as expressed in equation (20). 

It is a family of algorithms that all share a fundamental premise, which is that every pair 

of features being categorized is independent of each other (see equation 13)[26].  

𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴)𝑃(𝐴)

𝑃(𝐵)
                                                                   (13) 

For each feature in Gaussian Naive Bayes, the continuous value is assumed to have a 

Gaussian distribution. The term "Normal distribution" is often used interchangeably wi
th 

"Gaussian distribution." The resulting histogram looks like a bell curve, with all points 

being roughly equal distance from the curve's center. The conditional probability is 

provided by (see equation 14)[26] if the feature likelihood is Gaussian.               
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                        𝑃(𝑥𝑖|𝑦) =
1

√2𝜋𝜎𝑦
2

𝑒𝑥𝑝 (− 
(𝑥𝑖−µ𝑦)2

2𝜋𝜎𝑦
2 )                                             (14)  

3.4.9. Support Vector Classifier (SVC): 

 

One of the most well-known methods of Supervised Learning, Support Vector Machine 

(SVM) may be applied to both Classification and Regression problems. Still, Machine 

Learning for Classification issues is where it is most often applied. In order to classify new 

data points efficiently, the SVM method seeks to locate a line, or decision boundary, that 

divides the space into classes in the most optimal way possible over all n dimensions. This 

bound of maximized utility is a hyperplane. The hyperplane may be built with the help of 

SVM, which chooses the most extreme points and vectors. Consequently, the name of the 

technique, Support Vector Machine[27], comes from the term "support vector," which is 

used to describe these extreme situations. 

 

 

 

 

 

 

 

 

Figure 3.4.9: Concept Diagram of Support Vector Machine 

 

 

3.5    Ensemble Classifier 

Ensemble techniques are a methodology for machine learning that integrates multiple base 

models into one best predictive model. In order to get improved and more efficient score 

ensemble classifiers are also employed in this study so that an analysis of comparison can 

me made between the classifiers [28]. The ensemble classifier employed in this study are 

Bagging, Boosting, Stacking and Voting Classifier. 

Maximum Margin 

Maximum 

Margin 

Hyperplan

e 

Positive Hyperplane 

Support Vectors 

Negative Hyperplane 
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3.5.1. Bagging: 

To lower volatility, handle dimensionality, and handle missing data, Bootstrap 

Aggregating is a model averaging approach. While the Bagging approach improves TA 

and stability for many different kinds of algorithms, DT algorithms are where it really 

shines. Two ensemble hybrid models based on RFC, DTC, KNNC, and NBC were created 

using Bagging methods and employed in both the training and testing stages. Different 

types of hybrid models including RFBM, NBBM, DTBM, and KNNBM have been 

developed. Equation (15) [29] provides the classification formula for the Bagging 

technique. 

Here, 𝑓′(𝑥) is the mean of 𝑓𝑖 (𝑥) for 𝑖 =  1, 2, 3, . . . , 𝑇. 

𝑓′(𝑥) = 𝑠𝑖𝑔𝑛(∑ 𝑓𝑖  (𝑥)                                         (15)

𝑇

𝑖=1

 

 

3.5.2. Boosting: 

To increase the efficiency of individual models that produce loss functions, "boosting" uses 

weighted average to turn several weak learners into strong ones [30]. In order to create the 

hybrid models ABBM, XGBBM, and GBBM, the authors apply the boosting method to 

the training and testing phases of GBC, XGBC, and ABC, respectively. The equation gives 

the boosting formula (16). Let 𝛾𝑖 =  1/2 − €𝑡 denote how much better 𝑓𝑖 is on the weighted 

sample than flipping a coin. 

1

𝑛
∑ 𝐼(

𝑛

𝑖=1

𝑦𝑖𝑔(𝑥𝑖) < 0) ≤ ∏ √1 − 4𝛾𝑖 2             (16)

𝑇

𝑡=1

 

 

3.5.3. Stacking (DRLSKANGXS): Stacking, often known as Stacked Generalization, is 

an alternative paradigm. The purpose of stacking is to investigate many models for the 

same problem. The concept is that you can approach a learning problem using several sorts 

of models that are able to learn a portion of the problem but not its entirety. A separate 

intermediate prediction may be built for each learnt model, making it feasible to build 

numerous unique learners. In this way, the intermediate predictions may be used to train a 

second model that will eventually learn the same objective. 
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Hence the name, this model is supposed to be stacked on top of the others. Thus, you can 

enhance your total performance, and you frequently end up with a model that is superior 

to each intermediate model. Eventually, stacking trains a single model that integrates the 

predictions of numerous algorithms and makes a new prediction. Stacking yields a more 

efficient result than any single model. Using a joiner algorithm, it can provide a 

representation of any ensemble approach [31]. In this study, we employed a stacking 

technique that utilized Logistic regression as a joiner algorithm to merge all conventional  

classifiers into a final prediction. 

 

 

 

 

 

 

 

 

Figure 3.5.3: Concept Diagram of Stacking Classifier 

3.5.4. Voting Classifier (DRLSKANGXV): The voting classifier takes into account the 

findings of many classifiers to make a prediction about which class has the most votes. In 

other words, several models work together to train a single model to predict output by 

tallying up the votes for each class. Answers were obtained by using a soft voting classifier 

(DRLSKANGSV) to merge all traditional classifiers. Using the classifier's anticipated 

probability 𝑝, we make predictions for the class labels in soft voting. In order for this 

strategy to be effective, the classifier must be properly calibrated [20]. The average 

probability score was determined via soft voting since it takes into consideration the 

uncertainty of each classifier (see equation 17) [32]. ST denotes the weight that can be 

assigned to the 𝑗𝑡ℎclassifier.  

𝑦′ = 𝑎𝑟𝑔𝑚𝑎𝑥(∑ 𝑤𝑖𝑝𝑖𝑗 

𝑚

𝑗=1

                       (17 
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3.6    Dataset Description 

The dataset used in this study is publicly available on ‘UCI Machine Learning Repository’ 

[33]. The dataset consists of 858 samples and 36 attributes. The class attribute is ‘biopsy’ 

which indicates if the test result is positive or negative denoting by 0 and 1. The dataset 

can be considered as imbalanced as the class attribute holds the data for negative and 

positive biopsy result of 93.6% and 6.4% respectively. The dataset contains both numerical 

and categorical data. There exist missing values for several classifiers which needed to be 

imputed and gone through the implementation of several preprocessing techniques before 

being ready to fit for the classification models. The details of the dataset for each attribute 

is stated in Table 1 below. 

TABLE 3.6: DETAILS OF THE DATASET 

Attribute Names Value Range Attribute Types 

Age Age between 13 years and 84 years Numerical (int) 

Number of sexual partners Ranging between 1 partner to 28 partners Numerical (int) 

First sexual intercourse 10 to 32 Numerical (int) 

First sexual intercourse 0 to 11 Numerical (int) 

Number of pregnancies 0 and 1 Numerical (int) 

Smokes Ranging between 0 to 37 Categorical (bool) 

Smokes (years) Ranging between 0 to 37 Numerical (int) 

Smokes (packs/years) 0 and 1 Numerical (int) 

Hormonal Contraceptives Ranging between 0 to 30 Categorical (bool) 

Hormonal Contraceptives (years) 0 and 1 Numerical (int) 

IUD 0 and 1 Categorical (bool) 

IUD(years) Ranging between 0 to 19 Numerical (int) 

STDs 0 and 1 Categorical (bool) 

STDs (number) Ranging between 0 to 4 Categorical (bool) 

STDs:condylomatosis 0 and 1 Categorical (bool) 

STDs:cervical condylomatosis Only 0 Categorical (bool) 

STDs:vaginal condylomatosis 0 and 1 Categorical (bool) 

STDs:vulvo-perineal condylomatosis 0 and 1 Categorical (bool) 

STDs:syphilis 0 and 1 Categorical (bool) 

STDs:pelvic inflammatory disease 0 and 1 Categorical (bool) 

STDs:genital herpes 0 and 1 Categorical (bool) 
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STDs:molluscum contagiosum 0 and 1 Categorical (bool) 

STDs:AIDS Only 0 Categorical (bool) 

STDs:HIV 0 and 1 Numerical (int) 

STDs:Hepatitis B 0 and 1 Numerical (int) 

STDs:HPV 0 and 1 Categorical (bool) 

STDs: Number of diagnosis Ranging between 0 to 3 Numerical (int) 

STDs: Time since first diagnosis Ranging between 1 to 22 Numerical (int) 

STDs: Time since last diagnosis Ranging between 1 to 22 Numerical (int) 

Dx:Cancer 0 and 1 Categorical (bool) 

Dx:CIN 0 and 1 Categorical (bool) 

Dx:HPV 0 and 1 Categorical (bool) 

Dx 0 and 1 Categorical (bool) 

Hinselmann 0 and 1 Categorical (bool) 

Schiller 0 and 1 Numerical int) 

Citology 0 and 1 Categorical (bool) 

Biopsy 0 and 1 Categorical (bool) 

 

3.7 Feature Selection Method: 

Each column of the dataset represents a feature. To train an optimal model, we must ensure 

that only the most important features are utilized. If we have too many features, the model 

can learn from noise and capture insignificant patterns if there are too many. Feature 

Selection is the process of determining which data attributes are the most significant. The 

feature selection methods employed in this study are Recursive Feature Elimination (RFE), 

Univariate Feature Selection (UFS) to do the ensemble of these two feature selection 

methods. 

 

3.7.1 Recursive Feature Elimination (RFE): A technique for choosing among attributes 

Optimizing a model using recursive feature elimination (RFE) involves gradually reducing 

the number of features until the desired number is obtained. RFE prioritizes features using 

the model's coef_ or feature importances_ attributes to reduce dependencies and 

collinearity by recursively deleting a small number of features in each loop. RFE 

necessitates keeping certain features, but it's not always clear which ones are real. Several 

feature subsets are scored utilizing RFE's cross-validation method, and the highest-scoring 
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set of features is selected as the optimal set of features. The RFECV visualizer shows how 

many features were included in the model, how well they performed in cross-validation 

tests, and how much variation there was in the results [34].  

In this study, the implementation of RFE took place for several classifiers. The best set of 

features were selected based on the score generated by fitting Decision Tree Classifier (DT) 

& Random Forest Classifier (RFC). A set of 21 features with a score of 79.87% were 

selected using Decision Tree Classifier (DTC) & Logistic Regression (LRC). For Random 

Forest Classifier (RFC), a set of 19 features were selected from the loop of several set of 

attributes having a score of 68.39%. The traditional approach of RFE fitted on Logistic 

Regression Classifier (LRC) selected 33 best features for efficient classification 

performance. 

 

3.7.2 Univariate Feature Selection (UFS): Univariate Feature Selection selects the best 

features comparing each attribute to the dependent variable to see whether or not they have 

a statistically significant relationship using univariate statistical test. It is also known as 

variance analysis (ANOVA). When analyzing the link between one characteristic and the 

dependent variable, the other characteristics were disregarded. This is why it is referred to 

as "univariate." Each element has its own test score. Finally, all test scores are evaluated, 

and the highest-scoring features are chosen [35]. The ensemble of two feature selection 

methods employed in this study were also done to reduce a significant number of features 

for an improved score generation. The selection of 33 features while implementing RFE 

using Logistic Regression Classifier (LR) were merged with Univariate Feature Selection 

Method to reduce the number of features and make it down to 26 features which lead to 

the generation of scores those drop marginally with less computational complexity with 

less runtime. 

3.8 Hyper Parameter Tuning (HPT) 

Hyper parameter tuning is the process of identifying the optimal hyper parameter values 

for a base classifier and then deploying that algorithm on any given dataset. Using this set 

of hyperparameters, the model's performance is maximized by minimizing a certain loss 

function, leading to more accurate predictions. Note how the learning algorithm strives for 
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the best possible answer within the given constraints, optimizing the loss depending on the 

input data. However, hyperparameters provide a fine-grained description of this 

environment. GridSearchCV is the most elementary strategy for adjusting 

hyperparameters. The procedure entails constructing a model for each feasible value of 

each hyperparameter, analyzing the outcomes of each model, and finally picking the best-

performing architecture. [36]. In this study, the base classifiers to go through all techniques 

are Decision Tree Classifier (DT) and Random Forest Classifier (RF). The best parameter 

set selection using hyper parameter tuning method was done on these classifiers as well as 

shown in Table 2. 

 

TABLE 3.8: HYPER PARAMETER TUNING 

 

Model Parameter Set Best Parameter 

Decision Tree 

Classifier 

(DTC) 

'criterion':['gini','entropy, 

'splitter':['best','random'],  'max_depth':[3,4,5,6

],'max_features':['auto','log2'],'random_state':[

123] 

 

'criterion':'gini', 

'max_depth':4,'max_features':'auto','ra

ndom_state':123,'splitter':'best' 

Random 

Forest 

Classifier(RF

C) 

'n_estimators': range(10,100,10),'max_depth' : 

range(2,10,1),'criterion' : ['gini','entropy'],'max

_leaf_nodes' : range(2,10,1),'max_features' : ['

auto','log2'] 

 

'n_estimators': range(10,100,10),'max

_depth' : range(2,10,1),'criterion' : ['gi

ni','entropy'],'max_leaf_nodes' : range

(2,10,1),'max_features' :['auto','log2'] 

 

 

3.9. Performance Matrix Evaluation 

Using performance metrics, the effectiveness and precision of the machine learning process 

may be evaluated. A person is positively classified as having Cervical Cancer when they  

are identified as having the disorder. When an individual is not diagnosed with Cervical 

Cancer, he has a negative categorization. The equations stated below from (18) to (21) was 

applied to arrive at these results: 

TP = A model is considered to have a true positive result when it is appropriately identified 

as having Cervical Cancer. 
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TN = True Negative (where the model accurately identified the opposing class, like 

patients without cervical cancer problem). 

FP = False Positive, this occurs when the model mistakenly classifies cervical 

Cancer patients as non-cervical cancer patients. 

FN = False Negative, when the model mistakenly classifies one class as the other, for as 

when it classifies cervical cancer patients as normal patients. 

 

Accuracy: It refers to the proportion of test data for which predictions were accurate. 

Where precision outperforms the availability of measurements with real measurements. 

There is only one aspect involved. Systematic inaccuracies are addressed through accuracy. 

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                   (18) 

Precision: It refers to the proportion of positive observations that were accurately 

predicted. Precision identifies the actual true portion of the total number of occasions in 

which the prediction was accurate. 

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                         (19) 

Recall: It represents the proportion of accurately predicted positive observations. 

 
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                              (20) 

F1-score: In its most basic form, it is the harmonic average of the recall and the precision. 

2(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑋 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
                 (21) 

roc_auc score: The ROC-AUC indicates the degree of distinction between the 

predictions of the two classes. The higher the score, the greater the differentiation and the 

smaller the overlapping of the forecasts of the two classes. 
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CHAPTER 4 

Experimental Results and Discussion 

 

4.1 Experimental Result Analysis 

This section contains a comparative analysis on the basis of experimental results for several 

classifiers employed in this study on cervical cancer dataset. The dataset needed to go 

through several preprocessing techniques to analyze the performance of conventional 

machine learning classifiers and ensemble classifiers. The most important features for an 

improved score generation were done implementing feature selection techniques. The best 

parameter set was found out using hyper parameter tuning. The Table 3. Below conclude 

the scores come out for several classifiers where the performance evaluation measures were 

Training Accuracy (TRA), Testing Accuracy (TA), F1-Score (FS), Recall (R), Precision 

(P), roc_auc Score (RA) before (BS) and after (AS) implementing sampling technique. 

 

TABLE 4.1: PERFORMANCE OF MODELS BEFORE AND AFTER EMPLOYING SAMPLING TECHNIQUE 

 

Models Sampling TRA TS FS R P RA 

DTC BS 96.41% 95.23% 71.74% 93.33% 58.33% 94.55% 

AS 100% 94.44% 61.11% 73.33% 52.38% 84.55% 

RFC BS 97.44% 93.65% 20% 13.33% 40% 56.03% 

AS 100% 95.24% 68.42% 86.67% 56.52% 91.22% 

LRC BS 97.26% 95.23% 57.14% 53.33% 61.53% 75.61% 

AS 96.06% 94.04% 63.41% 86.67% 50% 90.59% 

KNNC BS 94.53% 93.65% 27.27% 20% 42.85% 59.15% 

AS 93.96% 91.27% 8.33% 6.67% 11.11% 51.64% 

GBC BS 96.07% 95.23% 40% 26.67% 80% 63.12% 

AS 97.25% 94.44% 46.15% 40% 54.54% 68.94% 

ABC BS 98.97% 94.44% 58.88% 66.67% 52.63% 81.43% 

AS 99.36% 95.63% 66.67% 73.33% 61.11% 85.18% 

XGBC BS 96.59% 95.24% 40% 26.67% 80% 63.12% 

AS 98.53% 94.44% 99% 6.67% 99% 53.33% 
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SVC BS 98.46% 93.25% 45.16% 46.67% 43.75% 71.14% 

AS 84.19% 94.04% 0% 0% 0% 50% 

 

The base model considered in this study while employing several techniques except fitting 

the classifier models before and after implementing the sampling techniques synthetic 

minority oversampling technique (SMOTE). Thus, both feature selection techniques and 

hyper parameter tuning was done on the base models. Table 4. Below demonstrate the 

generated scores after the implementation of RFE and hyper parameter tuning on RFC and 

DTC. 

TABLE 4.1(A): IMPLEMENTATION OF HYPER PARAMETER TUNING AND RFE ON BASE CLASSIFIERS 

 

Models Technique Applied TRA TS FS R P RA 

DTC Hyper Parameter Tuning 98.23% 96.03% 80% 95.23% 68.96% 95.67% 

RFE 100% 99.60% 97.67% 100% 95.45% 99.78% 

RFC Hyper Parameter Tuning 98.26% 96.82% 83.33% 95.24% 74.07% 96..10% 

RFE 100% 99.20% 95.24% 95.24% 95.24% 97.40% 

 

In order to improve the classification performance, ensemble methods like bagging, 

boosting, stacking and voting classifier were employed after the performance of the 

conventional ML classifiers were employed. The classification performance of ensemble 

methods is shown in Table 5. stated below. 

 

 

TABLE 4.1(B): CLASSIFICATION PERFORMANCE OF ENSEMBLE CLASSIFIERS 

 

Score 

Matrice

s 

 

RFB

M 

KNNB

M 

DTBM NBBM GBB

M 

XGBB

M 

ABB

M 

DRLSK

ANGXS 

DRLSK

ANGX

V 

Accurac

y 

97.22

% 

95.63% 96.03% 88.09

% 

95.63

% 

95.63% 96.42

% 

98.41% 96.03% 

Recall 87.66

% 

75.97% 78.54% 91.34

% 

88.96

% 

78.13% 89.39

% 

94.80% 82.28% 
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Precisio

n 

93.37

% 

93.75% 94.27% 70.16

% 

84.53

% 

90.97% 87.77

% 

94.80% 82.28% 

F1 

Score 

90.27

% 

82.16% 84.23% 75.11

% 

86.58

% 

83.11% 88.55

% 

94.80% 82.28% 

 

The ensemble of feature selection method RFE and Univariate is a significant approach 

which covers two goals of reducing a significant number of features and generating an 

improved score at the same time. The RFE feature selection method which selects 33 best 

features using Logistic Regression Classifier got merged with univariate feature selection 

technique to reduce the number of features to 26 features. The scores generated after the 

implementation of the ensemble of feature selection methods are stated in Table 6. 

 

TABLE 4(C): CLASSIFICATION PERFORMANCE OF TRADITIONAL CLASSIFIERS AFTER EMPLOYING FEATURE 

SELECTION TECHNIQUE 

Models TRA TS FS R P AUC 

DTC 96.41% 95.63% 71.79% 93.33% 58.33% 94.55% 

RFC 97.44% 95.63% 52.17% 40% 75% 69.51% 

LRC 97.44% 95.63% 62.06% 60% 64.28% 78.94% 

KNNC 94.53% 93.65% 27.27% 20% 42.85% 59.15% 

GBC 94.88% 95.23% 33.33% 20% 100% 60% 

ABC 98.46% 95.23% 64.70% 73.33% 57.89% 84.98% 

XGBC 95.90% 94.84% 23.52% 13.33% 100% 56.67% 

SVC 93.34% 94.04% 0% 0% 0% 50% 

 

The tables and discussion concludes the overall classification performance and the 

techniques employed in study. According to the overall performance analysis, RF generates 

the highest accuracy of 99.60% while RFE was employed to the classifier. 
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TABLE 4(D): COMPARISON BETWEEN THIS WORK AND OTHER RELATED WORKS 

Reference Dataset Best Model Accuracy 

[8] Seer Database RFC 96.98% 

[9] UCI Machine Learning Repository DTC 98% 

[10] UCI Machine Learning Repository DTC 99% 

[12] UCI Machine Learning Repository DTC, RFC, XGBC 93.33% 

[15] UCI Machine Learning Repository DTC 98.82% 

This Work UCI Machine Learning Repository RFC 99.60% 

 

4.2. Runtime Calculation: 

The effectiveness of an algorithm can be characterized by its runtime calculation, which 

indicates how much more computing power and time are required to execute the method. 

Runtime analysis of a method is not only essential in order to understand the internal 

workings of the algorithm, but it also generates a more effective execution. This is because 

runtime analysis is performed while the algorithm is really being run [20]. Table 7. 

demonstrates the runtime needed for several classifiers employed in this study. 

 

       

                                               Figure 4.1: Runtime Calculation for All Models 
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CHAPTER 5 

Conclusion and Future Work 

5.1 Limitation 

The missing value imputation technique employed in this work was based on predicting 

Decision Tree Classifier (DTC) which must not hundred percent accurate while 

implementing on healthcare data. Several implementation of pre-processing techniques 

may put an effect on prediction scores. A very marginal drop took place in classification 

outcomes for several classifiers while applying classification algorithms on 26 features. 

This study looks forward to expanding resolving this issues while making further updates. 

 

5.2 Conclusion and Future Work 

The applied approach in this study generates high testing scores recognizing the risk factors 

of cervical cancer. The alarming increasing rate of cervical cancer has become a massive 

issue to handle in recent years. A new recognizing approach generating good classification 

performance overall can add new possibility to the goal of reducing mortality rate due to 

getting affected by cervical cancer. This research takes the conventional methods that other 

researchers used in recent years and makes some differences from other recent researches 

while using multiple ensemble techniques for efficient classification performance and the 

implementation of the ensemble of feature selection was done. This study generates a very 

high accuracy score of 99.60% while using RFE feature selection technique on RF 

classifier. Our goal is to implement few more models on the dataset or using a different 

dataset with higher dimensionality for implementing more techniques to do the 

preprocessing of the dataset. The inclusion of Deep Learning approaches can also be a 

significant way to improve the classification performance with more updated techniques 

come forward to be implemented in future. 
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