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ABSTRACT 

 

Word embedding demonstrates the magic in the field of NLP Our goal is to find out the 

best embedding model. Finding out the best embedding model for specific tasks is 

difficult. Embedding demonstrates different results according to size and source of data 

set in various embedding tasks. The purpose of the study is to find out the performance it 

shows for different types of embedding tasks. Researchers have invented several 

embedding models after finding the magical performance of word-embedding in the field 

of NLP. In our paper we discussed CBOW, skip-gram and Glove models performance. 

The models do embedding by representing the word into vector forms. We collect 2.5 

lakh Bengali newspapers articles from a renowned newspaper of BD. We trained the 

architectures CBOW and skip-gram, which is for wor2vec and FastText models, dataset 

containing 20 million Bengali words. We use the same data set for training the Glove 

model. For collecting such a large amount of data, we build a web scraper by using 

Scrapy. Gensim, FastText and the python library has been used for training these three 

models consequently. For evaluating the models, we perform various word embedding 

tasks namely word analogy, semantic and syntactic prediction of words. Surprisingly they 

FastText perform in a better way for semantic and syntactic tasks than others. On the 

other hand, for analogy task, the performance was almost same for all the models except 

Glove. 
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CHAPTER 1 

INTRODUCTION 

 

1.1 Introduction 

 

Every day we communicate with each other. There are a couple of ways to communicate. 

Language is one of them. We generate sentences to express ourselves. To do that we use 

languages. The formation of languages varies from country to country. The same 

message but with a different symbol. Symbol means letter. Letter is the fundamental part 

of languages. More than one letter makes a word, and more than one word makes a 

sentence. Humans can communicate with each other with these languages according to 

their knowledge. Bengali is one of the most spoken languages in all over the world. It is 

the fifth and seventh most pronounced language according to native and general speakers 

respectively [14]. Because of the complex architecture of the Bengali language, it is more 

difficult to work with than English. Since the language is morphologically rich and the 

composition is hard, a tiny change or modification can convert the entire meaning into a 

contrary meaning.   [15]. Computer is a machine for solving several critical tasks. In the 

present time we are using computers for maximum of our work. We use voice commands 

through the computer or mobile. We type through the computer for messaging or any 

other writing purposes, namely email, thesis, newspaperese. On the internet a large 

portion of information is stored as text format. Every day we are using search engines and 

find our desired things from the internet through voice command or text, sometimes with 

pictures. The search engine then searches the keyword inside the internet and finds 

it. Since the computer doesn't understand the raw text that is why it is important to 

convert the text into a numeric format. Embedding is one of them but not the only way. 

There are bunch of other way to make it namely, one-hot encoding, count-based 

representation and embedding. Many research prove that word-embedding or the vector 
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representation demonstrates a greater result in the field of NLP tasks than the other 

methods [1]. 

Word embedding is the way of representation of the words. It is declared that semantic 

words should stay together in the vector space. The idea solves many unsolved problems 

in the field of NLP. The reason why word-embedding gets its popularity, and it is 

increasing every day. In English language many works already happen in embedding. 

Though Bangla language is the most speak language in all over the world but there is not 

such notable works for Bengali language in NLP. The users of the internet for Bengali 

people are increasing day by day. A large portion of internet users pronounced medium is 

Bengali. Hence it becomes a need to beautify the language and much work should happen 

in this sector. For getting a tremendous result in any kinds of nlp tasks for Bangla 

language it is important to increase the work in word embedding. Because the nlp task 

depends on word-embedding a lot. There are multiple word-embedding models that have 

been invented till now. Namely, Doc2vec, word2vec, Glove,[4] FastText and [5] Bert are 

the most common embedding models. [1][2][3][4][5] 

In this study we tend to find out the best word embedding for Bengali language with our 

own dataset. Since Bengali language complexity makes the path more complicated than 

other languages hence very few attempts have been taken by some author in the era of 

embedding. [6] A neural lemmatizer for Bengali word embedding has been proposed by 

Abhushek et alin 2016 where they have used the wor2vec model.[7] Adnan Ahmed and 

Ruhul Amin have collected a large amount of Bengali data for document classification 

problems from 13 different Bengali newspapers in 2016. Where the vector representation 

of Bengali words is done by using word2vec model.[8] Ritu et al try to analyze the 

performance of various embedding models in 2018 for the Bengali language. They 

perform word2vec in two different platforms, gensim and TensorFlow for word 

clustering. FastText is another model that they have used. They trained their models with 

not only their own corpus, which they have collected from newspapers but also, they 

have added SUMonno [11] with it.[9] Nafiz et al finds out the performance by evaluating 

various embedding tasks. They perform Semantic Relatedness, Synonym Detection, 
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Antonym Detection, and Concept Categorization. Among them, In Concept 

Categorization they got the best result. They have used two fundamental architectures of 

wor2vec model, SkipGram and CBOW.[10] They collected a huge amount of Bengali 

data from several renowned Bengali newspapers. They have collected 500000 articles 

and trained their models with 32 million of words. They choose almost every word-

embedding model for training. They have use SkipGram, CBOW for both wor2vec and 

FastText and python library for GLOVE model. They evaluate their models with two 

main embedding tasks, semantic analysis and word-analogy. Among the five models they 

have found FastText produced the best result for almost every task. We evaluate our 

models by finding the semantic, syntactic words and word analogy task. We perform two 

different architectures CBOW and SkipGram for these tasks for FastText, Word2vec and 

also for GLOVE. In word2vec CBOW predicts the targeted word after providing the 

context words on the other hand SkipGram produces the whole context after offering the 

middle word. FastText works in similar way but instead of considering the words as input 

it takes the character or n-gram of character as input. In the training time both models 

only consider the context words co-occurrence probability [3][4], do not consider both 

local and the global co-occurrence probability unlike Glove [3]. Finding out the best 

embedding models among them will play a significant role to increase the work in Bangla 

Natural Language Processing tasks. To do this we trained our model with a large corpus 

bearing 20 million of unique words. Since we want find-out the best dynamic word 

clustering model from our experimental models that is why we trained the model in 

different platforms. I our study, for clustering the word we trained word2vec in Gensim 

library, FastText in Gensim library, FastText in Facebook FastText Library, Glove with 

python library. There is no study remain in this field with such a verity. Only we are 

considering all most every library or platforms for each embedding models by providing 

different dimensions in the training period. What nobody did before. 
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1.2 Motivation 

Bengali is one of the most spoken languages in all over the world. Textual data of 

Bengali is increasing on the internet day by day. But unfortunately, there is not a that 

much notable works happen in nlp for Bengali language. So, researchers think that more 

work should happen on Bengali language in the field of nlp. You will find a very few 

attempts have been made for Bangla language on the internet before. Sentiment analysis, 

name entity recognition and text summarization are some common tasks in NLP. For 

working with any of this stuff, the term word-embedding come in place. The more 

appropriate result embedding will bring, the nlp task will be far better. Since there are 

numbers of embedding models remain, finding out the best one for a specific nlp task will 

be time consuming and reason of a perfect nlp task. But the problem is there are a few 

attempts that happen in this field which we will explain later in the literature review 

section. Word embedding means vector representation of the words. It tells that the 

semantic words should stay together in the multi-dimensional vector space. So, in this 

study we plan to find out the robust embedding model by training it into our own data set. 

Our aim is to not only find out the best word embedding model but also enrich the work 

in this sector as descendant’s researcher can find it helpful. We hope that many more 

studies will happen in the field of nlp if we can ensure the availability of data and work 

resources. 

 

1.3 Rational of the study 

Bengali is one of the most spoken languages in all over the world. Textual data of 

Bengali is increasing on the internet day by day. But unfortunately, there is not a that 

much notable works happen in nlp for Bengali language. So, researchers think that more 

work should happen on Bengali language in the field of nlp. You will find a very few 

attempts have been made for Bangla language on the internet before. 
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Sentiment analysis, name entity recognition and text summarization are some common 

tasks of NLP. For working with any of this stuff, the term word-embedding comes in 

place. Word embedding means vector representation of the words. It tells that the 

semantic words should stay together in the multi-dimensional vector space. So, in this 

study we plan to find out the robust embedding model by training it into our own data set. 

The more appropriate result embedding will bring, the nlp task will be far better. Since 

there are numbers of embedding models remain, finding out the best one for a specific 

nlp task will be time consuming and reason of a perfect nlp task. But the problem is there 

are a few attempts that happen in this field which we will explain later in the literature 

review section. Though a tiny number of works happen in this field but maximum of 

them by pre-trained data set. Which does not bring any significant change on nlp tasks. 

Some researchers did their study for analyzing embedding models, but which have some 

lacking. 

 

We find out the reason why there is a small amount of study happens in NLP. Because of 

the resources of Bengali text data on the internet. It is very hard to get the textual data for 

your study. 

  

In our study we tried to recover those problems. We have decided to make our vast 

amount of data, which is containing 300000 articles, public. As more study will be on this 

sector in Bengali language. There are multiple platforms remaining for implementing the 

models. We can train word2vec model in gensim package or in TensorFlow. FastText can 

be train in FastText official library, gensim also in TensorFlow. For Glove we can use 

Python library for glove or in gensim or directly by glove GitHub resource.  In the past 

nobody did train their model for all platforms. Maximum platform used by M. Salehin et 

al [12]. 

So, we plan to find out the best embedding model and the best platform for training the 

model in various ways. 

We consider the evaluation result of embedding models and their time complexity for 

different packages.  
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1.4 Research Questions 

 

 

1. What is the procedure of collecting Bengali textual data? 

2. How hard is it to collect the data? 

3. How do we pre-process the data? 

4. Which tool do we use to collect the data? 

5. Why did we choose this specific study? 

6.   What are the methodologies we use? 

7.   What were the challenges? 

8.   How perfectly do the models work? 

9.   Did we get the desired output? 

10. Why do we choose word2vec, FastText (SkipGram, Cbow) and glove? 

11. What is the reason for choosing different platforms or libraries for training these 

models? 

12.  Does it bring any significant change in this field? 

 

1.5 Expected Outcome 

 

We perform different embedding models with our own Bengali corpus on different 

platforms. Our training embedding models are wor2vec in cbow and skipgram, for 

FastText we did the same and for glove model we use python library. 

We trained the wor2vec model and FastText in the gensim library. for FastText we also 

trained it in FastText official library.  

We tried to find out the best model by performing various evaluating methods. 
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1.6 Report Layout 

 

Here the first part of this paper contains the introduction, Motivation, Rationale of the 

study, questions about research, Expected Outcome and Report Layout consequently. The 

second part of this paper is containing the Terminology, literature review and the 

challenges. In the part, we discussed about the methodology where we talked about Data 

collection and preparation, Data pre-processing, Output generation, Results and 

evaluation. In fourth part we discussed about the result. We conclude the study by 

providing conclusion and the future working plan we are thinking. 
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CHAPTER 2 

LITERATURE REVIEW 

 

2.1 Literature Review 

 

Word embedding is the way of representation of the words. It is declared that semantic 

words should stay together in the vector space. The idea solves many unsolved problems 

in the field of NLP. The reason why word-embedding gets its popularity, and it is 

increasing every day. 

In English language many works already happen in embedding. Though Bangla language 

is the most speak language in all over the world but there is not such notable works for 

Bengali language in NLP. The users of the internet for Bengali people are increasing day 

by day. A large portion of internet users pronounced medium is Bengali. Hence it 

becomes a need to beautify the language and much work should happen in this sector. For 

getting a tremendous result in any kinds of nlp tasks for Bangla language it is important 

to increase the work in word embedding. Because the nlp task depends on word-

embedding a lot. There are multiple word-embedding models that have been invented till 

now. Doc2vec, word2vec, Glove, FastText and Bert are the most common embedding 

models. [1][2][3][4][5] 

[1] Quoc V. Le, Tomas Mikolov. “Distributed Representations of Sentences and 

Documents”.arXiv:1802.0683  

[2] Mikolov, T., and J. Dean. "Distributed representations of words and phrases and their 

compositionality." Advances in neural information processing systems (2013). 

 arXiv:1310.4546v1. 

Efficient Estimation of Word Representations in Vector Space. [2] Mikolov et al. 

proposed two architectures of wor2vec model for embedding, Continuous bag of words 

https://arxiv.org/search/cs?searchtype=author&query=Le%2C+Q+V
https://arxiv.org/search/cs?searchtype=author&query=Mikolov%2C+T
https://arxiv.org/abs/1802.06893
https://arxiv.org/abs/1310.4546v1
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and Continuous skip-gram model in shorten cbow and SkipGram. The training procedure 

is vice-versa for both models. Cbow predicts the targeted word after providing the 

context word skipgram does the opposite thing. 

The architecture “cbow” follows the feedforward NNLM [paper] model. In the training 

time it does train itself continuously from one word to another word according to the 

window size given. It will predict the middle or target word if the context words are 

given. After predicting the word, it will go one word forward and do the same for finding 

the word co-occurrences probability based on given context. Every time the forward 

propagation happens, by inputting the context words one-hot encoded representation in a 

shallow neural network. The complexity of the training for this model is Q = N × D + D 

× log2(V). In this paper they have mentioned that the weight matrix of input and the 

projection layer is shared for all words as like NNLM. 

In skipgram same thing happens in a contrary way. Here skipgram predicts the context 

word instead of predicting the middle or current word. They have found it works better in 

some way than cbow but also it increases the time complexity. The training complexity 

then becomes Q = C × (D + D × log2(V)). 

[3] Pennington, Jeffrey, Richard Socher, and Christopher D. Manning. "Glove: Global 

Vectors for Word Representation." EMNLP. Vol. 14. 2014. 

They proposed global vector or glove model. It is another process of word embedding. 

Glove basically introduced by Stamford university. Glove means global vector. Where 

word2vec model only looks at the local value of the words. One the other hand glove 

considers both the local and global representation of the words. The reason why the 

model is also known as the extended version of wor2vec.The whole process happens by 

generating a word-word co-occurrence matrix. 

[4] Piotr Bojanowski, Edouard Grave, Armand Joulin, Tomas Mikolov. Enriching Word 

Vectors with Sub word Information. Transactions of the Association for Computational. 
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Here they found the model FastText. The model converts the words into a vector by using 

n-gram technique. FastText represents a single word as an n-gram. It is an advanced 

additional version of wor2vec. The core difference between FastText and wor2vecis, 

instead of working with words it works with n-gram of letters. When FastText gets a 

word as same size as n or >n it will consider it as a complete word and save it into the 

vocabulary such as দেশ, বাাংলা. suppose we are splitting the word “বাাংলাদেশ”, we get “দেশ”, 

and “বাাংলা” which is a meaningful word in Bangla Language. This is one of the great 

successes of FastText’s in the land of word embedding. Let me clear it, suppose we have 

a corpus where the words “দেশ”, and “বাাংলা” don’t exist but the word “বাাংলাদেশ” is.  

So, we see that FastText can make words which don't even exist in the corpus. 

In this study we tend to find out the best word embedding for Bengali language with our 

own dataset.   

Since Bengali language complexity makes the path more complicated than other 

languages hence very few attempts have been taken by some author in the era of 

embedding.  

[6] A neural lemmatizer for Bengali word embedding has been proposed by Abhushek 

etal in 2016 where they have used wor2vec model. 

[7] Adnan Ahmed and Ruhul Aminhave collected a large amount of Bengali data for 

document classification problems from 13 different Bengali newspapers in 2016. Where 

the vector representation of Bengali word done by using word2vec model. 

[8] Ritu et al try to analyze the performance of various embedding models in 2018 for 

Bengali language. They perform word2vec in two different platforms, gensim and 

TensorFlow for word clustering. FastText is another model that they have used. They 

trained their models with not only their own corpus, which they have collected from 

newspapers but also they have added SUMonno [11] with it. [11] M. A. Al Mumin, A. A. 
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M. Shoeb, M. R. Selim, and M. Z. Iqbal, “Sumono: A representative modern Bengali 

corpus,” SUST Journal of Science and Technology, vol. 21, pp. 78–86, 2014 

[9] Nafiz et alfinds out the performance by evaluating various embedding tasks. They 

perform Semantic Relatedness, Synonym Detection, Antonym Detection, and Concept 

Categorization. Among them, In Concept Categorization they got the best result. They 

have used two fundamental architectures of wor2vec model, SkipGram and CBOW. They 

trained their models with a large dataset of 1.3 million of unique words. They have 

collected their data from various source of Bengali textual data, though the maximum of 

the data came from a single blog post. They examine their models with different sizes of 

dimension 300,100,64 and 32.  SG provides the best performance in concept 

categorization with accuracy 91.02% and worse performance for antonym detection 

.[9]N. Sadman, A. Sadmanee, M. I. Tanveer, M. A. Amin and A. A. Ali, "Intrinsic 

Evaluation of Bangla Word Embeddings," 2019 International Conference on Bangla 

Speech and Language Processing (ICBSLP), 2019, pp. 1-5, doi: 

10.1109/ICBSLP47725.2019.201506. 

 

[10] Rifat Rahman has tried to find out the better embedding model but only by 

comparing between two architectures of wor2vec model, SkipGram and CBOW. But 

conclude by mentioning that, he will do the same for the rest of the embedding models 

namely glove, FastText model in near future. 

R. Rahman evaluates the models both extrinsic and intrinsic ways by fine tuning the 

wor2vec models. For doing this he has collected the Bengali newspapers data from 

several newspapers by making a web crawler with beautiful soup. He has collected 

243741 articles consisting of 4776708 sentences. 

For intrinsic evaluation he calculates the purity and Normalized Mutual Information of k-

mean clustering. On the other hand, for extrinsic evaluation, he has performed precision, 

Recall, F1 score matrix for measuring performance of SkipGram and cbow. They trained 
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the models in several ways by changing the vector’s dimensionality and window size. He 

provides window size 2 and makes the vocab with 100,200,300,400 and 500 dimensional 

vectors of word differently. He did the same thing for window size 3 and 4. All these 

things did, both for extrinsic and intrinsic evaluation. 

In the termination he found that wor2vec SkipGram provides the best result for both 

evaluation systems when vector dimension is 300 and window remains 3. 

[10] R. Rahman, "Robust and Consistent Estimation of Word Embedding for Bangla 

Language by fine-tuning Word2Vec Model," 2020 23rd International Conference on 

Computer and Information Technology (ICCIT), 2020, pp. 1-6, doi: 

10.1109/ICCIT51783.2020.9392738. 

[12] A. A. A. Rafat and M. Salehin et al. collected a huge amount of Bengali data from 

several renowned Bengali newspapers. They have collected 500000 article and trained 

their models with 32 million of words. They choose almost every word-embedding model 

for training. They have use SkipGram, CBOW for both wor2vec and FastText and python 

library for GLOVE model. They evaluate their models with two main embedding tasks, 

semantic analysis and word-analogy. Among the five models they have found FastText 

produced the best result for almost every task.  

[10] A. A. A. Rafat, M. Salehin, F. R. Khan, S. A. Hossain and S. Abujar, "Vector 

Representation of Bengali Word Using Various Word Embedding Model," 2019 8th 

International Conference System Modeling and Advancement in Research Trends 

(SMART), 2019, pp. 27-30, doi: 10.1109/SMART46866.2019.9117386. 

 [11] M. A. Al Mumin, A. A. M. Shoeb, M. R. Selim, and M. Z. Iqbal, “Sumono: A 

representative modern Bengali corpus,” SUST Journal of Science and Technology, vol. 

21, pp. 78–86, 2014 

 

 



 

 

13 

©Daffodil International University 

 

2.2 Challenges 

 

The biggest for this study was collecting data. Collecting data for the Bengali language is 

more difficult than any other language, the reason why a few attempts have been made in 

the era of NLP. We consumed our 70 percent research time for data collection.  

For collecting data, we chose scrapy as a web crawler which was a newborn tool for us. 

After collecting data another challenge was to pre-process. We did not find many 

resources for data preprocessing unlike English.  

 

After preprocessing of data, we trained our models in google colab. Since we trained the 

models on different platforms or libraries, the resources were not as available for all the 

models. We have struggled to find out the glove implementation resources for the python 

library since the language has already been changed several times. We did not even find 

the proper guidance to train the glove model from scratch.  

 

After training it was very difficult to name a model as the best embedding model for our 

data set since almost every has its own capability and they produce good results on that 

specific sector. 
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CHAPTER 3 

RESEARCH METHODOLOGY 

 

Before going to the working part, we want to discuss about some theoretical and 

mathematical concept. As we can understand the model’s internal mechanism. 

 

3.1.1 Model’s Theoretical and mathematical base  

 

1. Euclidean distance 

2. Cosine similarity 

3. SoftMax 

4. Shallow neural network 

5. Co-occurrence matrix 

6. Window size = how many words it will consider at the 

training time 

7. Logistic function (sigmoid) 
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Figure 3.1.1.1: Euclidean Distance 

 

The term Euclidean distance comes from the renown Pythagorean 

theorem. It defines the distance between two or multiple points. We 

can find out the distance of points by using the Euclidean distance.  

 

In computer science Euclidean distance is being used rapidly, 

especially in machine learning. We can find out the similarity 

between two objects by using this. Also, we can categorize our 

objects in a similar way. 

 

Formulas of finding distance: 

In above picture the distance between p and q is d (p, q) = | p - q | if 

we take it as a one-dimensional calculation. More appropriately   

d (p, q) =sqrt (p - q) ^2 

which will provide a positive value, always. 

 

 

What happens if the dimension increases? Let's consider a two-

dimensional space (p1, q1) and (p2, q2)  
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d (p, q) =sqrt {(p1 - q1) ^2 + (p1 - q1) ^2} 

 

and d (p, q) =sqrt {(p1 - q1) ^2 + (p1 - q1) ^2 + (pn - qn)^2} for n 

number of dimensions. 

 

We also can get the distance of a 

polar coordinate system by using Euclidean distance. A polar 

coordinate is nothing but distance from a reference point and angle of 

the reference direction.  

 

 

Figure 3.1.2.2: Angle of The Reference Direction. 

 

Suppose the distance of a polar coordinate is p (r, 0) and q (s, 0) then 

the Euclidean distance will be  

 

d (p, q) = sqrt {r^2 + s^2 - 2 rscos (0 - 0)}  

 

This equation has been established by the law of cosine. 

We can find the third side of a triangle when the two sides and angles 

are known. The equation of cosine law is a^2 = b^2 + c^2 - 2bc cos0  

 

If the angle is 90 degrees, then the equation becomes a^2 = b^2 + c^2 

which is nothing but our prewrite of Pythagorean theorem.  

We can get the equation in vector form, which will be like  

https://en.wikipedia.org/wiki/Polar_coordinate_system
https://en.wikipedia.org/wiki/Law_of_cosines
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(Here bold a indicates the vector form. 

||a||^2 = ||b||^2 + ||c||^2 - 2||a|| ||b|| cos (a, b) 

cosine similarity: 

 

After knowing all these basic staffs, we are able to understand the 

cosine similarity. 

 

We use cosine similarity for finding the similarity of objects. Here 

objects mean the vector representation of any kind of data. It would 

be a numerical data and would be a text data’s vector representation.  

 

Basically, what cosine similarity does, it provides us the angular 

distance of two non-zero vectors. It has used Euclidean dot product 

for finding the values. 

Cosine similarity (P, Q) = cos (0) = P.Q / ||P|| ||Q|| = sum PiQi / 

sqrt(sumPi^2) sqrt(sumQi^2) 

 

The value of cosine similarity always belongs to the interval -1 to 1. 

 

 

 

Figure 3.1.3.3: vector representation of our word 
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 Here assume that the vector representation of our word A with value 

x1 and y1 and for B it’s x2 and y2.  

Then we can write  

vector A = [x1, y1] and B = [ x2, y2] 

 

So, in this case the Euclidean distance between two vectors will be  

 

euclidean distance =  √(x12 +  y12)  + (x22 +  y22)  

 

And the cosine similarity will be, 

 

cosine similarity = Sc = cos (θ)  =  
x. y

||x|| ||y||
 =

x. y

√x2√y2
 

 

Here the cosine similarity measures the similarity between two vector 

representations by calculating their cosine angle using above 

equation. 

 

Let’s play with cosine similarity and Euclidean distance with real 

example, 

 

Student1 = female (1), student2 = male (0), supervisor = female(1) 

 

Assume they all have some feature with vector representation.  

Here the last value answers the question, does the person is male = 0, 

female = 1 or something else = 2.  

 

Small hair, smoking, sex 
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Student1 [ 1.3,2.7, 1] 

 

Student2 [ 9.7,9.9, 0] 

 

Supervisor [ 1.3,1. 3?]  

 

Suppose we want to predict the last value of the supervisor’s 

sexuality against student1 and student2. 

 

 

Prove 1: By using Euclidean distance,  

 

Student1 [ 1.3, 2.7] and Supervisor [ 1.3, 1.3] is = 1.4 

 

student2 [ 9.7, 9.9] and Supervisor [ 1.3, 1.3] is = 12.02 

 

Prove 2: the cosine similarity will be  

 

Student1 [ 1.3,2.7] and Supervisor [ 1.3, 1.3] is = 0.944 

 

student2 [ 9.7,9.9] and Supervisor [ 1.3, 1.3] is = 0.999 

According to the Prove 1 we can say that the supervisor is a female 

because the value is way more into the student1 or very close to the 

student1. Since the student1 is a female, the supervisor is also a 

female. On the other hand, student2 and the supervisor distance is 

more so they are not close to each other. You see it’s true.  

 

But the problem is when we took the cosine similarity for measuring 

the distance. We did get a bad performance. The question is why? 
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Well, the cosine similarity has worked with the angular distance 

where the magnitude of a vector is not a vital point and where the 

textual data come from. Actually, cosine similarity produces a valid 

value for text data.  

 

The reason why in embedding cosine similarity takes place. In the 

skip-gram and CBOW model we measure the cosine similarity which 

I will explain later in this document in CBOW and skip gram part. 

[16] 

 

SoftMax: 

SoftMax is a function. Which has been playing a vital role in the field 

of nlp. The function makes a value into a vector probability. In neural 

network there are input layer -><- hidden layer -><- output layer 

And in the training period both the forward and backward 

propagation happens until it gets an appropriate value. 

 

The Softmax layer works as a transformer. It metamorphoses the 

output of the preceding layer. It changes it into a vector of 

probabilities. 

 

 

p (y =  j | x )  =
exT w j

Σkk = 1 ext wk
 

Here the given vector is x and weighted vector is w  

There are another kind of softmax which is known as Hierarchical 

softmax 

Which is faster to evaluate because the time complexity become  

https://paperswithcode.com/method/softmax
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O(log n ) instead of O( n ) of softmax. 

 

It evaluates a multidimensional binary tree. It finds the targeted word 

or node by using the multiplication of probability of each edge till the 

last nodes. 

After getting the last product value of the probability it has chosen the 

best one which is the large one. 

Which is in this case I’m. 

 

 

Figure 3.1.4.4: Multidimensional Binary Tree 

 

 

Shallow neural network 

The shallow neural network is that kind of network which is very 

simple. When we think about a neural network, we imagine a huge 

number of hidden layers. Here shallow is different from a general 

neural network. Because it has only one or two hidden layers. 

 

The skipgram or the CBOW models use that type of neural network 

actually.  

 

How does it work, 
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Figure 3.1.5.5: Neural Network 

 

Here x1, x2, x3 are the inputs and y hat are the output. In the middle 

the blank circle indicates the hidden layers. 

 

 

Figure 3.1.6.6: Hidden layer 

 

Here,  

W = weight 

X = input and  

b = bias  

The first half output is Z 

 

In second z become multiplied by an activation function. Here the 

picture shows the sigmoid activation function.  
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Mathematically it represents as, 𝜎(𝑥)  =  
1

1 + 𝑒 −𝑥 

In general, the range used for sigmoid function is 0 to 1. 

 

Output =   𝜎(𝑥)  ∗  𝑧 =  𝑎 

 

Co-occurrence matrix: 

 

 Glove has used word co-occurrence matrix to determine the words 

occurrence together. After confirming the vector representation of the 

words, glove has made a matrix based on the word co-occurrences.  

 

Sigmoid:  function: [note: a logistic function or sigmoid function is a function which will 

map any real number into a proximity of 0 to 1] 

 

3.1.2 Data collection and pre-processing 

 

Though Bengali is one of the most spoken languages in all over the world. The textual 

data is not as rich as English. Also, there is no pre-trained dataset for Bengali according 

to our knowledge. The only places for getting textual data of Bengali language are, some 

blog posts and Bengali newspapers. 

So, we planned to prepare our own data set. Collecting data was the biggest challenge for 

this study.  To collect data, we made a web crawler. For implementing the web crawler, 

we have used scrapy since it works faster for crawling large amounts of data and complex 

websites. We have collected 250000 articles from a renowned Bengali newspaper of 

Bangladesh. Where maximum data was uncleaned, and some data was dislocating. 
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3.2 Collecting data 

 

Since our aim is to produce newspaper headlines for Bengali news that is why we choose 

the Bengali newspapers to collect our data.  

For collecting data from newspapers, we have made a “web crawler” by using 

“SCRAPY”. Scrapy made for crawling the web pages. We choose scrapy because it is 

fast and secure. There are multiple functions that exist in scrapy.  

 

A scrapy project contains,  

Scrapy.cfg is the file which contains the functionality of a scrapy or it’s the file which is 

the identification of “scrapy”. You cannot run your spider without this file. Spider is a 

file where we write our code for crawling the website. Another file name Pipeline, liable 

for handling database or you can store your crawl data into the database directly through 

the pipeline instead of storing it into your local disk first. Since we store our data into our 

local machine for security purpose there was no interaction with pipeline in this project 

directly. 

 

3.3.1 Data preprocessing 

 

Preprocessing of Bengali data is a hardship work. Unlike others popular languages their 

id knows tools for pre-processing Bengali data. In the preprocessing task we use Regular 

expression, python library. 

We tried to collect our data from the website more freshly without any massy 

information. Since the website has a complex structure, some unwanted miscellaneous 

data has arrived at crawling time. 

 

Some unwanted html tag has arrived we have to remove it. There are some unwanted 

symbols like alpha-numeric numbers, unknown symbols, English word and letter, 
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numbers etc. has exist in our data. We have to remove it. To remove these kinds of 

miscellaneous information we used regular expression.  

There were some none value inside our data and article we covert the none value with 

white space. We also replace some unwanted continuous data with white space. 

 

We remove the Bengali number like  

 “১৭” তারিখ হদত টিকা োন কর্মসূরি……… 

“১” দর্ জারতয় ………  

১৬ – ২০ রিদসম্বি অরি রবজয় রেবস উপলদে………  

which does not keep any significant change in the time of embedding. So, we remove the 

number data from our corpus. 

We also remove the Bengali stop words, with sight help of sagor git repository. We 

convert our data into utf-8 format inside our scrapy tools at the time of downloading. We 

are also covert the data into json format at the same time. 

WebCrawler -> download data into utf-8 format -> remove html tag -> remove 

miscellaneous symbol -> remove Bengali numbers -> remove Bengali stop words -> data 

tokenization -> corpus 

After getting the clean data we start to tokenize it. We use ICU tokenizer for tokenize our 

data. Then we have prepared our corpus and make some copy of the corpus into different 

file format like .json, .text, .csv according to our need. 

 

3.3.2 Computer and human languages. 

 

Basically, computers do not understand a single letter or word we speak or type. It does 

convert our text data into binary from 1 and 0. For letters it produces 1 and 0 directly but 

for voice first it converts the voice into letters. 
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Suppose if we type ‘A’, computer will convert it into the binary form of ‘A’ = 01000001. 

If someone says Bengali computer, then convert it into text form of ‘Bengali’ then into 

binary which is 01100010 01100101 01101110 01100111 01100001 01101100 01101001 

00001010 

 

Similarly for Bengali letters and language computers do the same process. 

For আ the binary form will be = 11100000 10100110 10000110 00001010. 

আল্লাহ -> 11100000 10100110 10000110 11100000 10100110 10110010 11100000 

10100111 10001101 11100000 10100110 10110010 11100000 10100110 10111110 

11100000 10100110 10111001 00001010 

 

Well let's dive into the modern way of word representation  

 

When a computer works with languages it is known as Natural Language Processing or 

NLP. It’s a part of artificial intelligence or AI. The importance of NLP is increasing day 

by day. For this reason, Nowadays NLP has become a hot topic in the field of AI. 

To solve the NLP problems the term “word embedding” has arrived. 

Word embedding is the sector where the “vector representation” of a word has been 

discussed.  

Vector representation means representing a word in vector form. By converting the 

human language into numerical value, we ensure the data is machine under stable. 

A vector representation of a word is nothing but numbers. Word embedding is playing a 

significant role in the topic of NLP. Many NLP works are improving day by day because 

of vector representation of words in embedding. It shows that word embedding is 

bringing a more appreciated result in any NLP task than before.   

 

There are multiple word embedding methods, most of the work has been done by 

word2vec. It has used two basic architectures for making the context into a vector: 

CBOW and SkipGram. 
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These two basic models actually the  

Since the computer doesn't understand the raw text that is why it is important to convert 

the text into a numeric format. Embedding is one of them but not the only way. There are 

bunch of other way to make it namely, 

·One-hot encoding 

·Count-based representation and our today's topic 

· Embedding 

Before deep diving into embedding let's talk about one-hot encoding. 

3.3.3 One-hot encoding 

In one-hot encoding, it has made a sparse matrix for representing the word. Every 

element of the matrix remains zero except the targeted one. Which means we have to 

generate a matrix the same size as our corpus for representing each word. Assume we 

have a corpus size with 1 billion words then for presenting each word we have to 

generate a matrix, size of 1 billion rows with only a single non-zero cell. 

Example: 

Corpus = "soldiers” did well and they won the war" 

Then convert into it a large vector ex: [..........] 

In this case for representing the word "well" the one-hot encoding will make it like, 

[0 0 1 0 0 0 0 0] that. Similarly, [0 0 0 1 0 0 0 0], [0 0 0 0 1 0 0 0], [0 0 0 0 0 1 0 0] for 

words and, they, won consequently. 

Note: sparse mean remaining maximum number of zero into a matrix 



 

 

28 

©Daffodil International University 

3.4.1 Word-embedding 

In embedding we intend to get the words as a numerical representation with a sound 

dimension and we expect the similar words will appear together in embedding space. The 

numeric representation of the word matrix should be a dense (a max nonzero value) 

matrix. 

Word-embedding is a very renown method for representing the words as number. It 

brings a tremendous result for any kinds of any nlp tasks. Embedding or vector 

representation of the words works magically in the field of nlp. Embedding models made 

by shallow neural networks. Shallow neural networks are neural networks which have 

one or two hidden layers [2]. Also embedding can be made by co-occurrence matrix [3]. 

Basically, embedding models works with a large amount of data. After training the model 

it creates a dictionary with words by representing them into n dimensional vectors. As, 

the contextually and globally related words remain together in the n dimensional vector 

space. That is why words with similar meanings remain together. 

So, we can find out the semantic and syntactic words easily. Also, some word analogy 

task can be performed by the embedded encoded words. Finding out the nearest words 

and word analogy happened by measuring Euclidean distance and cosine similarity. Here 

is an example given below how semantic words remain together in n dimensional 

embedded space. The terms “NLP” and “Embedding” should stay almost together in the 

embedding space since they are related to each other in natural language. 

Consider some false as vector dimension, suppose we get these two encoded 

representation for these two words where the dimension for NLP = [1 , .03 , 0.33 , 3 , 2, 

……..,n ] and Embedding = [ 1 , 0.2 , 0.32 , 2.99, 2, ……, n] 

Look at the values, they are very much close to each other, and they will be together in 

embedded space. Which means the closer the dimension values will be the words will be 

closer to the vector space. 
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3.4.2 CBOW  

The architecture “cbow” follows the feedforward NNLM [paper] model . In the training 

time it does train itself continuously from one word to another word according to the 

window size given. It will predict the middle or target word if the context words are 

given. After predicting the word, it will go one word forward and do the same for finding 

the word co-occurrences probability based on given context. Every time the forward 

propagation happens, by inputting the context words one-hot encoded representation in a 

shallow neural network. The complexity of the training for this model is Q = N × D + D 

× log2(V). In this paper they have mentioned that the weight matrix of input and the 

projection layer is shared for all words as like NNLM. Continuous bag of word or CBOW 

works for word embedding technique. It is the extended version of bag of word. CBOW 

basically generates a targeted word after getting the input words. It means that in CBOW 

we input the whole words of a sentence then CBOW predicts the targeted word or that 

specific word. 

Suppose our sentence is “দসানাি বাাংলা আরর্ দতার্ায় ভালবারস” 

 

 

Figure 3.4.2.7: Architecture of CBOW model 
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If we tokenize it, the representation will be ,“দসানাি” ,”বাাংলা” ,  “আরর্”, “দতার্ায়”, “ভালবারস” 

 

In CBOW if the input  is: “দসানাি” , “আরর্”, “দতার্ায়”, “ভালবারস” . Then the predicted output 

for CBOW will be “বাাংলা”  

 

When the windows size = 5 

Assume the window = 3 . Now CBOW will take 2 words before and after of the target 

word as input for knowing the word “বাাংলা” and its probability.  

 “স ানার”, “বাাংলা”,“স ামায়”, “ভালবাস ” will be the input for output target word  “আসম” . 

In this way the whole corpus completes its training and finds out the vector representation 

of the word.  

The Implementation of word2vec’s context window happens dynamically. 

 

 

3.4.3 SkipGram 

In SkipGram same thing happens in a contrary way. Here SkipGram predicts the context 

word instead of predicting the middle or current word. They have found it works better in 

some way than cbow but also it increases the time complexity. The training complexity 

then becomes Q = C × (D + D × log2(V)). 

SkipGram follows the same methodology as CBOW but instead of generating a targeted 

word it produces the nearby words except the targeted one. Which means SkipGram takes 

a single word as input and output will be other nearby words of the sentence. 
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Figure 3.4.3.8: Architecture of SkipGram model 

 

In SkipGram if the input is -> “বাাংলা” then skipgram predict the output as -> “দসানাি”, 

“আরর্”, “দতার্ায়”, “ভালবারস” 

 

Note: Here in the input layer CBOW takes the one-hot representation of the context word 

for assuming the target word. On the other hand, SkipGram takes the target word’s one-

hot representation as an input in order to get the surrounding words as output. 

Where W is the weight matrix and N is the number of neurons.  

 

3.4.4 FastText  

 

Word representation and sentence classification is a complex task. 

The FastText library can learn these things efficiently. In machine learning 

Representation of a word is important. Miklovatl proposed a way of representing a word 

name word2vec. Basically, it converts the word into a vector. The FastText model 
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converts the words into a vector by using n-gram technique. FastText represents a single 

word as an n-gram.it is an advanced additional version of wor2vec. 

FastText working methodology by representing a word as an n-gram  

 

Word = army n=2 <a, ar,rm,my,y> 

Word = machine n=3 <ma, mac, ach, chi, hin, ine, ne> 

Word = embedding n=4 <emb, embe, mbed, 32ed, eddi, ddin, ding, 

ing> 

 

Table 3.4.4.1: FastText working methodology representing 

 

 

The above table reveals the n-gram representation of a word by FastText when n = 2, 3 

and 4 subsequently for the word’s army, machine and embedding. 

 

What is the core difference of FastText from wor2vec? The core difference of FastText 

model is instead of working with words it works with n-gram of letters. In the following 

example we will see that both CBOW and SkipGram for wor2vec are working with 

words. It will find out how many times the words army, machine and embedding have 

occurred together locally according to the window size. FastText methodology is almost 

the same but instead of finding out the word-word occurrences probability it will find out 

the letters co-occurrence probability. 

 

Ex: when n =4 

<emb, embe, mbed, bedd, eddi, ddin, ding, ing> 

<emb, embe, mbed, bedd, eddi, ddin, ding, ing> 

<emb, embe, mbed, bedd, eddi, ddin, ding, ing> 

<emb, embe, mbed, bedd, eddi, ddin, ding, ing> 
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<emb, embe, mbed, bedd, eddi, ddin, ding, ing> 

<emb, embe, mbed, bedd, eddi, ddin, ding, ing> 

<emb, embe, mbed, bedd, eddi, ddin, ding, ing> 

<emb, embe, mbed, bedd, eddi, ddin, ding, ing> 

<emb, embe, mbed, bedd, eddi, ddin, ding, ing> 

 

Suppose for the word বাাংলাদেশ when n = 3 FastText representation will be 

 <বাাং, বাাংলা, ংাংলাদে, লাদেশ, দেশ>  

When FastText gets a word as same size as n or >n it will consider it as a complete word 

and save it into the vocabulary such as দেশ, বাাংলা 

Now look at the first example, after splitting the word “বাাংলাদেশ” we get “দেশ”, and “বাাংলা” 

which is a meaningful word in Bangla Language.  

Here is one of the great successes of FastText’s in the land of word embedding. 

Let me clear it, suppose we have a corpus where the words “দেশ”, and  “বাাংলা” don’t exist 

but the word “বাাংলাদেশ” is.  

So, we see that FastText can make words which don't even exist in the corpus. 

Thanks to FastText for considering the root level training methodology as we can 

generate unknown words. 

The first and last angular brackets indicate the inception and termination of the word.  

 

3.4.5 Glove 

 

Global vector or glove is another process of word embedding. Glove basically introduced 

by Stamford university. 

Glove   

Glove means global vector. In word2vec the model only looks at the local value of the 

words. One the other hand glove considers both the local and global representation of the 

words. That is why the model is also known as the extended version of wor2vec. 
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The whole process happens by generating a word-word co-occurrence matrix. The size of 

the matrix will be the same as the size of the corpus. Word-word means the matrix should 

have the same words in row and column, but a single word will occur only for a single 

time. That's mean if the size of the corpus word is X. Then after confirming the word 

occurrence for a single time the size of the corpus words will be   X - T [here T indicates 

the amount of multiple word co-occurrences.] 

example: corpus 

I have my own little cat 

You have little cat 

You choose word-embedding 

here, 

Row = I You have choose my own little cat word-embedding. 

Column = I   You have choose my own little cat word-embedding 

Look here we didn't take the words have, little, cat for multiple times in our matrix 

though it Occurs for multiple times in the corpus. Size of the matrix = 13 *13 [ without 

reducing the double occurrence words] Size of the row = 9 * 9 [after reducing the double 

times occurrence words] Well after confirming the window size glove prepares a co-

occurrence matrix according to its Occurrences probability in order to make a vector 

representation of the words. 

Assume we are working with our above corpus. Then the co-occurrences matrix will be 

like, Word analogy means: when we get an answer by questing something such as: Dhaka 

is to Bangladesh Then what Deli is to India? [note: a logistic function or sigmoid function 

is a function which will map any real number into a proximity of 0 to 1] 
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Figure 3.4.5.1: Glove Model 

 

Where the window size = 1 

 

Figure 3.4.5.2: Glove Model 

 

Now let us explain why they choose to collect both the local and global occurrences of 

the words in the whole corpus. 
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In local representation the model only considers the local context word for training the 

model or for getting the vector representation of the words. It does not care about the 

global probability of word co-occurrences together. Glove collects the global words 

occurrence probability. It will look the whole corpus at a time and find out how many 

times a word co-occurs together in all over the corpus 

 

In above example (Stamford university cse224 lecture's example) glove collects not only 

the word, "deep" co-occurrences probability with the other words contextually but also it 

will find out the global co-occurred probability of the word by generating. 
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CHAPTER 4 

RESULT AND EVALUATION 

4.1 Result of Different Models 

we have got different types of results from different models. Among them FastText 

provides us a great result with a 100-dimensional vector in SkipGram. Though the time 

complexity for FastText is much bigger than any other models. Here gensim library for 

FastText showed us a satisfactory result with a less amount of time than facebook 

FastText library. According to the given snapshot you may see that we get the better 

result for syntactic analogy in wor2vec than FastText. Glove provided us a great result in 

syntactic task hence it considers the global probability of words. For analogy task we get 

the best result from word2vec SkipGram. It has shown us the best result for analogy task. 

 

Evaluation: We evaluate our models by finding the semantic, syntactic and word 

analogy task. In semantic task models should show the best matching words or word 

according to the given word. Because semantic words vector representation should be the 

same. They should stay together in the vector space. The idea is same as for finding out 

the syntactic word task. On the other hand, another evaluation method is nothing but 

summation and subtraction of vectors. Which is known as a word analogy task. In word 

analogy task we measure the cosine similarity. By finding out the cosine or the angle 

between two vectors and adding them with another vector we get a great result. We can 

get the relation between two words. We can find out another new word by performing the 

word analogy task  

1. (রাজা + দেয়ে - দেয়ে) the result should be “রানি”  

 2.(বাাংোয়েশ + ইসোোবাে - ঢাকা) the result should be “পানকস্তাি” and we have got correct answer 

for majority of the models. 
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Figure 4.1.1: Gensim Word2vec Cbow 100dim model 

 

Figure 4.1.2: Gensim Word2vec Cbow 100dim model 
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Figure 4.1.3: Gensim Word2vec Cbow 300dim model 

 
 

Figure 4.1.4: Gensim Word2vec Cbow 300dim model 
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Figure 4.1.5: Gensim Word2vec SkipGram 100dim model 

 
 

Figure 4.1.6: Gensim Word2vec SkipGram 100dim model 
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Figure 4.1.7: Gensim Word2vec SkipGram 300dim model 

 

Figure 4.1.8: Gensim Word2vec SkipGram 300dim model 
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Figure 4.1.9: Gensim Fasttext SkipGram 100dim model 

 

Figure 4.1.10: Gensim Fasttext SkipGram 100dim model 
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Figure 4.1.11: Gensim Fasttext SkipGram 300dim model 

 

Figure 4.1.12: Gensim Fasttext SkipGram 300dim model 
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Figure 4.1.13: Gensim Fasttext Cbow 100dim model 

 

Figure 4.1.14: Gensim Fasttext Cbow 100dim model 
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Figure 4.1.15: Gensim Fasttext Cbow 300dim model 

 

Figure 4.1.16: Gensim Fasttext Cbow 300dim model 
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Figure 4.1.17: Fasttext SkipGram 300dim model 

 

Figure 4.1.18: Fasttext SkipGram 300dim model 
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Figure 4.1.19: Fasttext Cbow 100dim model 

 

Figure 4.1.20: Fasttext Cbow 100dim model 
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Figure 4.1.21: Glove 300dim model 

 

Figure 4.1.22: Glove 300dim model 



 

 

49 

©Daffodil International University 

 

 

 
 

 
Figure 4.1.23: Word in Embedding Space 
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CHAPTER 5 

IMPACT ON SOCIETY, ENVIRONMENT AND SUSTAINABILITY 

 

5.1 Impact on Society 

 

Finding out the best word embedding model will provide a great impact on society. This 

experimental research for bengali language finds out the best word-embedding model for 

and the training platforms for it. Since embedding is the prerequisite for many important 

NLP tasks hence finding out the best one will improve the NLP task. If we can ensure the 

specific embedding model, more research will easily occur in this sector. This research 

has the same motivation. Improving the NLP tasks for the Bengali language is necessary 

since we are living in the age of technology which is based on computers and the internet. 

We believe that our work will increase the NLP task on bengali language and will keep a 

great impact on bengali internet users. 

 

5.2 Impact on Environment 

 

Though our study has no direct connection to the environment, a collateral connection 

exists. Since bengali word has a low resource on the internet but a great amount of 

internet users. A big portion of the users are newly here and do not have a sound 

knowledge on foreign languages, namely English. Our work will increase the NLP task 

on bengali language which is going to improve the bengali language usability on the 

internet. 

It will reduce the training time for many researchers which may cause low heat 

generation. Many giant companies can reduce their training time and improve their tools 

like voice command for bengali search or text command for it. Internet users for the 

Bengali language will enjoy the flexibility of the internet who do not understand the 

English language. As a result, they can get their desired information with a low amount 



 

 

51 

©Daffodil International University 

of time which indicates a proper use of the internet for bengali language holders. Which 

will keep a sound impact on environment. 

 

5.3 Ethical Aspects 

 

1. To introduce a vast amount of bengali data on the internet publicly 

2. To improve the user's experience on the internet for Bengali language. 

3. To increase the user security and privacy 

4. To increase the bengali internet user flexibility 

5. To improve the flexibility of the users who does not know much about English 

6. To introduce the appropriate data collection policy to the others 

7. To ensure the users privacy and knowledge of internet 

8. To secure the intellectual property of bengali language 

 

5.4 Sustainability Plan 

 

In our study we have trained our models with two lakhs of bengali articles, containing 

465211 unique words. We planned to train our models with billions of words in the near 

future for more appropriate results. Also, we think our study will improve various NLP 

tasks namely, 

• Generating newspaper headline in abstract way (abstractive text summarization) 

• Name entity recognition 

• Sentiment analysis 

• POS tagging 

 

Also, we think our study will help the new researcher who planned to work with the 

bengali language. Consequently, we make our data set public. It will help the researcher 

to do research on bengali language without concerns about data set and data 

preprocessing. We open the door to think about the GLOVE model since it provides us 
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the worst result in some cases though theoretically it should provide us the best result. 

Hence GLOVE considers both the local and global probability in training time. We 

assume GLOVE will provide us a better result when the dataset will be larger than now. 

 

 

Data collection: 

Though Bengali is one of the most spoken languages in all over the world. The textual 

data is not as rich as English. Also, there is no pre-trained dataset for Bengali according 

to our knowledge. The only places for getting textual data of Bengali language are, some 

blog posts and Bengali newspapers. 

So, we planned to prepare our own data set. Collecting data was the biggest challenge for 

this study.  To collect data, we made a web crawler. For implementing the web crawler, 

we have used scrapy since it works faster for crawling large amounts of data and complex 

websites. We have collected 250000 articles from a renowned Bengali newspaper of 

Bangladesh. Where maximum data was uncleaned, and some data was dislocating. 

Here we did not deal with JavaScript data, hence we don’t have to use tools like selenium 

web driver or chrome web driver. 

In this section we will talk about the data collection methodology and our procedure 

below, 

 

 

1. Websites choose: It was a great challenge for us get a huge amount of data from 

the internet. So, choosing the best website was a challenge for me. 

2. Newspaper archive link extracting:  for extracting the newspaper article and 

follow the next page we use Rule Extractor and xpath. We convert the relative 

URL into absolute and vice versa. To follow the next page, we use date and 

travers into the back and follow the previous page or date. Scrapy use “Rule” 

which contains Link Extractor for following the next pages. 
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3. Request for data:  We get the article link by Rule and then we use a python 

generator and yield the request into the scrapy engine. We use the scheduler for 

scheduling the request according to the request. 

 

 

 

 

 

Figure 5.4.1: Dataflow of The Scrapy of Spider 

 

 

1. HTML response: downloader sends us the HTML data or response into the 

Spider, now we again select the xpath for getting the textual data from the article, 

headline and summary. 

2. In the time of data storing, we remove the html tag from the raw data and store 

only textual data. 

3. We store our textual data into the local machine in JSON format. 
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CHAPTER 6 

CONCLUSION AND FUTURE WORK 

 

6.1 Summary and conclusion 

This is an experimental study. Our plan was to find out the best word embedding model 

and the training platforms. In our study, according to the evaluation results of the models 

we can say that every model has its own magical performance according to the given data 

set. FastText provided us the best result with skipgram when we trained the data with 100 

dimensions for semantic word evaluation task. We can get the best synonyms by using 

the FastText model. But on the other hand other models like, word2vec glove provide us 

best syntactic words in the time of model evaluation. Also, wor2vec provides the best 

performance for word analogy tasks than FastText. Since GLOVE considers both the 

global and local or contextual probability it provides us a tremendous result for syntactic 

evaluation.  

 

Here we trained the same models in several platforms like, gensim, python and facebook 

FastText. Consequently, we have got the FastText with 100 dimensions that showed a 

better result than any other models. It is demonstrate that this model took a less time for 

model training in gensim package compared to facebook FastText library. 

 

In this study we found that FastText model with architecture skipgram showing us the 

best result among rest of the models. We trained the models with different dimension and 

window size.  

 

6.2 Future work 

 

In this study we work with 27825539 words which is containing 465211 unique words. 

Which is a large amount of data for training the model but not maximum. In our study we 

see the glove showing as the worst result than any other embedding model, though gloves 
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consider both local and global word co-occurrence probability. Hence, we expect a great 

result from gloves, but we did not find it. So, our plan is to train the models with more 

data, perhaps with billions of words. Then we will compare the models with each other 

again. We also plan to do experiments with several NLP tasks with our embed data. As 

we can compare the model perfectly from each other. We also want to figure out which 

embedding model is better for what types of NLP tasks.  
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