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ABSTRACT 

Customer churn prediction is a critical task for many industries, such as telecommunications, 

banking, and e-commerce. This paper presents a comprehensive survey of customer churn 

prediction methods, which are typically classified into three categories: statistical methods, 

machine learning-based methods, and deep learning-based methods. The survey focuses on each 

category, introducing the most relevant approaches of churn prediction, as well as their 

respective strengths and weaknesses. We also discuss the challenges and open research issues 

related to this field. Finally, we outline the future research trends in customer churn prediction in 

order to inspire new research ideas. RandomForestClassifier achieved the highest accuracy of 

84.00%, outperforming other machine learning and Deep learning algorithms. 

Keyword: Customer, Churn, MLP classifier, SVM, KNN, Decision tree classifier, Random 

Forest classifier, Gaussian NB, Deep neural network. 
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Chapter 1 

Introduction 

1.1 Introduction: 

Customer churn prediction is the process of using data-driven methods to predict when a 

customer is likely to abandon a product or service. It is a common metric used by companies to 

measure customer loyalty and satisfaction. Customer churn can be caused by a variety of factors, 

including poor customer service, lack of product features, changes in pricing, and competitive 

pressure. Companies track customer churn in order to identify areas of improvement, respond to 

customer feedback, and develop strategies to retain customers.Customer churn prediction is a 

process of predicting which customers are likely to leave a company. It is a key metric for 

measuring the effectiveness of a company's customer service and retention efforts. By predicting 

which customers are likely to churn, companies can proactively take steps to reduce the risk of 

losing them. This may involve offering special promotions, improving customer service, or 

providing additional incentives to keep them engaged. Predictive models can help identify which 

customers are at risk of churning and offer tailored solutions to retain them.The total customer 

experience largely determines brand perception and has an impact on how customers assess the 

value of the goods or services they use. The truth is that if a brand has given them a problem or 

multiple problems, even devoted customers won't tolerate it. 

1.2 Motivation: 

I choose this subject because, based on a customer's past behavior, customer analytics enables an 

organization to discover both opportunities and challenges. It is turning those signals into useful 

information about their clients. Additionally, analytics enables the direct dissemination of 

customer data to individuals or organizations in a format that is easy to understand and act upon. 

Customer analytics will assist businesses in examining consumer behavior and attitudes around 

the goods and services they provide. Customer analytics can assist businesses in deciphering the 

customer's activities, whether they are good or poor, making it simpler for businesses and 

individuals to comprehend and grasp this information, resulting in better decisions being made 

and the success of the business being maintained.I personally want to pursue a career in customer 
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analytics and operations analytics because having access to customer data, such as where they 

shop, what they buy, when they buy, and how they pay, will enable me or my employer to 

predict how customers will behave under different conditions in the future by understanding their 

preferences and acting accordingly. 

1.3 Rationale of the Study: 

The study of customer churn prediction is important because it can help businesses better 

understand why customers leave and how to prevent it. By predicting customer churn, businesses 

can make adjustments to their product offerings, marketing strategies, and customer service to 

reduce the rate of churn and retain more customers. Additionally, understanding customer churn 

can help businesses better understand customer behavior and identify opportunities for growth. 

1.4 Research Questions: 

1. What are the most common factors that lead to customer churn?

2. How can we identify customers at risk of churning?

3. What strategies can be employed to reduce customer churn?

4. How can we best use customer data to predict churn?

5. How can customer churn be prevented?

6. What are the differences between customers who churn and those who don‟t?

7. How can machine learning be used to predict customer churn?

8. What types of customer segmentation can be used to better predict customer churn?

9. Can customer churn be predicted before it actually happens?

10. How can customer service teams use customer churn prediction to improve customer loyalty?

1.5 Report Layout: 

1. Introduction: Provide an overview of the customer churn prediction process, including the

purpose and goal. 
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2. Data Preparation: Describe the data preparation process, including any data cleaning or feature

engineering. 

3. Modeling: Explain the modeling techniques used and discuss the results of the model.

4. Evaluation: Present the evaluation metrics used to measure the accuracy of the model.

5. Conclusion: Summarize the findings and discuss any potential implications.
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Chapter 2 

 Background 

2.1 Related Works: 

Service providers have identified the importance of maintaining the customers present in such a 

rapid setting. To increase precision and performance, the issue of customer turnover can be 

addressed by merging Support Vector Machines with boosting algorithms. 

[1]. 

A novel approach has been constructed to anticipate customer churn in the telecommunications 

field. A support vector machine (SVM) was revealed to have the greatest precision rate, hit rate, 

covering rate, and lift coefficient. Equally, SVM can be utilized in the banking sector with 

analogous customer churn data. [2]. 

This research aims to identify the optimal model for anticipating customer churn in a banking 

institution. Different feature selection procedures lead to different outcomes with the Random 

Forest classifier combined with oversampling producing the highest rate of success at 95.74%. 

[3]. 

The results demonstrate that random forests perform better than decision trees, k-nearest 

neighbors, logistic regression and other machine learning algorithms. Our research highlights the 

value of investing in cross-selling and upselling strategies for current customers. This section 

details the data used and how it was pre-processed.[4]. 

A Brazilian e-commerce outlet is being studied in order to forecast customer attrition. The 

likelihood of customers to leave is determined by the amount from their initial purchase, the 

types of items purchased, and the delivery cost. Neither the population density in the customer's 

area nor whether it is rural or urban has an influence.[5]. 

The most essential part of creating a supervised model is model validation. An appropriate data 

division strategy must be employed to generate a model with outstanding generalizability. The 

proposed model achieved the top performance using 250 neurons, one hidden layer, a batch size 

of 32, and 4000 epochs.[6]. 
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The project was completed with Python on Google Colab. A variety of classifiers, including LR, 

DT, KNN, and RF, were tested with basic features. The DT classifier had the best recall value of 

.4429 and the highest accuracy at 85.20%, outperforming the other classifiers.[7]. 

Churn prediction can be beneficial for many firms in terms of generating profits and bringing in 

revenue. Churn is an expression used to refer to the losses incurred when customers leave for 

other services or due to network issues. Machine learning approaches can be used to recognize 

which customers are most likely to end their subscription.[8]. 

Annually, Markel Corporation experiences a decrease in premiums due to clients choosing not to 

renew their policies. Extra trees classifier achieved the highest result of 0.68 Auc score in PLC4, 

while GBM scored 0.61 Auc in PLC123.[9]. 

In this paper, the writer can concentrate on different machine learning approaches for foreseeing 

customer attrition. The creator can build up categorization models, for example, Logistic 

Regression, Support Vector Machines, Random Forest, and Gradient Boosted Trees. The 

information accumulated incorporated 7043 perceptions over 21 factors in a .csv design. [10]. 

This research seeks to forecast client attrition in influencer commerce. Influencers sell things 

directly on social media after promoting them through SNS since influencer commerce is a type 

of online shopping. Influencers play a promotional role for businesses and/or goods on social 

media platforms like Twitter, Facebook, and Instagram.[11]. 

This research, in contrast to other studies, aims to make use of PyCaret Toolkit, an open source 

machine learning package created to make carrying out standard tasks in a machine learning 

project straightforward. Consequently, a client cluster with a greater fraud risk has been found 

.[12]. 

In order to decrease customer turnover and develop strategies to keep customers, firms will 

benefit from understanding the causes of customer churn and the actual customer churn rate 

utilizing the information provided in this paper.[14] 
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2.2 Complex Engineering 

Customer churn prediction is a complex engineering problem that requires the use of various 

techniques to identify patterns in customer behavior. These techniques can include advanced 

statistical modeling, machine learning, artificial intelligence, and deep learning algorithms. The 

goal is to detect customer churn before it is too late and to provide proactive solutions to reduce 

the likelihood of churning. The data used for customer churn prediction is typically collected 

from customer interactions with the company, such as website visits, customer support 

interactions, customer feedback surveys, and loyalty program points. This data is then used to 

develop forecasts that can recognize customers who have a high chance of leaving.This allows 

companies to take proactive steps to retain customers and prevent them from leaving. 
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Chapter 3 

Research Methodology 

3.1 Work Process 

The model for churn prediction in the proposed system will be built using Python 

programming.Python is an incredibly powerful tool for statisticians and data miners, allowing 

them to develop statistical software and analyze data. It has not yet been tapped into its full 

potential, particularly in terms of creating models to predict customer churn. In this work, we 

looked at a variety of machine learning algorithms to identify customer churn. To accurately 

pinpoint those customers that are likely to leave, multiple models were tested.These models are 

MLP Classifier, SVM, KNN, Decision Tree Classifier, Random Forest Classifier, 

GaussianNB,Deep neural network. 

Figure 1: Analysis Steps 

Dataset

Data Preparation

Data 
preprocessing

Feature

Classification 

Evaluation And 
Decision 
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3.2 Data Collection Procedure/Dataset Utilized: 

We get the dataset „Customer churn dataset‟ from Kaggle. This dataset has 21 Attributes among 

those 21 attributes 20 are the selection attribute and 1 is the target attribute. The target attribute is 

Label(Churn /not-Churn). 

Dataset Preparation: 

In our dataset we dropped the unnecessary column CustomerId. We take all the data of the data 

set in numerical form.Then we scale the dataset data. We use MinMaxScale for scaling the 

dataset.We balance our dataset by using smote.Then we divided our dataset into two parts: one 

for training and one for testing.The data is split into two parts, with 80% used as training data 

and the remaining 20% used as testing data.There are about 5625 training data and 1407 testing 

data.The dataset has 26 training columns and 1 target column. Our target column is the crushed 

prediction which is true or false. 

3.3 Statistical Analysis: 

The purpose of customer churn prediction is to figure out which customers are likely to stop 

using the company's services and take the required steps to reduce customer churn. Statistical 

analysis is a key component of customer churn prediction. It involves using statistical techniques 

to analyze historical customer data to identify patterns and relationships between customer 

behavior and customer churn. Statistical analysis can be used to identify the most important 

factors that influence customer churn, and help to identify customers at risk of churning. By 

using statistical analysis, businesses are able to create models that can anticipate customer churn. 

These models can be used to recognize customers who might be planning to leave the company 

soon and can help them to develop strategies to keep them with the company. Furthermore, it can 

be used to figure out which customer segments are more likely to churn, so that the organization 

can target them with the suitable retention approaches. 
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3.4 Proposed Methodology/Applied Mechanism: 

Applied Models: We define the seven different applied machine learning approaches for 

our problem:  

1)MLPClassifier

2)SVM

3)KNN

4) Decision Tree Classifier

5) RandomForestClassifier

6)GaussianNB

7)Deep neural network

MLP Classifier: 

The Multi-Layer Perceptron (MLP) Classifier is a type of artificial neural network that is suitable 

for use in customer churn prediction. It is capable of performing complex nonlinear 

computations and is well-suited to problems where the underlying data are highly structured and 

contain many meaningful features. The MLP Classifier is trained using a supervised learning 

algorithm and is able to identify patterns in the data that can be used to accurately predict 

customer churn. By leveraging the MLP Classifier, businesses can develop churn prediction 

models that are more accurate and reliable than traditional methods of customer attrition 

analysis. 

MLPClassifier (Multilayer Perceptron Classifier) is a supervised learning algorithm that is used 

for both classification and regression tasks. It is a feedforward artificial neural network model 

that is trained using backpropagation. The MLPClassifier can be used to predict customer churn 

by training the model on customer data such as demographics, billing information, customer 

service interactions, and other related factors. This model can then be used to predict the 

likelihood of a customer to churn or remain loyal to the company. 
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The equation used to calculate the output of the MLP classifier is as follows: 

Output = Activation Function(Weighted Inputs + Bias)------------------------------------------------(i) 

MLPClassifier is a powerful tool for customer churn prediction due to its ability to find complex 

non-linear relationships between customer attributes and churn probability. It has a high capacity 

for handling large datasets with thousands of features, and its layers of neurons allow for more 

accurate modeling of customer behavior. Additionally, MLPClassifier is faster to train and has 

better results on noisy data than other classification models such as Support Vector Machines. 

SVM: 

Support Vector Machine (SVM) is a powerful and versatile machine learning algorithm that can 

be used for customer churn prediction. It is based on the concept of finding a hyperplane to 

separate data points of different classes. It is a supervised learning algorithm that can be used for 

both classification and regression tasks. In the case of churn prediction, it can be used to identify 

customers who are likely to churn in the near future, based on their past behaviors. The algorithm 

works by taking a set of customer data points and plotting them on a graph based on the features 

they possess. It then tries to find the optimal hyperplane that best separates the data points into 

the two groups, customers who are likely to churn and customers who are not. The algorithm 

then uses this hyperplane to predict the churn rate of new customers. By using SVM for 

customer churn prediction, companies can accurately identify customers who are likely to churn, 

and take appropriate actions to retain them. 

We load important libraries. Then we import the dataset and separately extract the X and Y 

variables.Next divide the dataset into train and test.We are creating the SVM classifier model 

from scratch.Then the SVM classifier model is being fit.Next ,Coming up with predictions. 

The SVM algorithm equation describes a decision boundary (or hyperplane) in a 

multidimensional space that separates data points of different classes. 

The equation for a linear Support Vector Machine (SVM) is: 

w ⋅  x + b = 0--------------------------------------------------------------------------------------------------

(i)



©Daffodil International University 11 

where w is the weight vector, 

x is the feature vector, and 

b is the bias. 

where w is a vector of weights, x is a vector of feature values, and b is a bias. The decision 

boundary is determined by the weights and bias, and the distance of the decision boundary to the 

origin of the coordinate system is determined by the bias. 

KNN: 

K-Nearest Neighbors (KNN) is a supervised machine learning algorithm used for the purpose of

classification and regression. It is a powerful and popular algorithm for predicting customer 

churn. In customer churn prediction, KNN is used to identify patterns in customer behavior that 

indicate a likelihood of them leaving the company. KNN works by using the customer‟s current 

behavior as a proxy for their future behavior, and then predicting the probability of churn based 

on the similarity of the customer‟s behavior to other customers who have previously churned. 

KNN is an effective tool for customer churn prediction because it can identify similar customers 

who have left in the past, and then use those customers‟ behavior to predict the likelihood of 

churn for the current customer. 

The K-Nearest Neighbors (KNN) algorithm is based on the distance measure between the test 

sample and the training samples: 

 Knn = 1/ (1 + (distance/ k))--------------------------------------------------------------------------------(i) 

Where, 

Knn = Weighted average of the neighbors 
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distance = Euclidean distance between the data points 

k = Number of nearest neighbors used to predict the outcome 

KNN is an effective algorithm for customer churn prediction, as it uses the customer's historical 

data to make predictions. It is a non-parametric algorithm that relies on the similarity of customer 

data points to make predictions. KNN is good for customer churn prediction because it can use 

data from a customer's past behavior to predict future behavior, which can be helpful in 

understanding what factors may lead to customer churn. Additionally, KNN is easy to implement 

and can be used to quickly create customer churn predictions. 

Decision Tree Classifier: 

A Decision Tree Classifier is a supervised learning algorithm that uses a tree-like structure to 

classify different objects. It uses a decision tree, which is composed of decision nodes, to classify 

a given input into one of several output classes. At each decision node, the algorithm determines 

which attribute to split the data on. The algorithm then assigns the data to one of the classes 

based on the value of the attribute. The goal of the decision tree classifier is to correctly classify 

the data into one of the output classes. 

Here it is used to identify patterns in customer data, such as customer demographics and usage 

history. The algorithm works by constructing a tree-like structure, where each node represents a 

decision based on the data. In each node, the algorithm splits the data into two or more subsets 

based on the most important attribute. The algorithm then recursively evaluates the subsets to 

reach the most accurate prediction. The prediction is based on the probability of a customer 

remaining or leaving the service. The Decision Tree Classifier uses a variety of metrics to 

evaluate the data, such as Gini Index and Information Gain. The Gini Index measures the purity 

of the subset while Information Gain measures the relative importance of the attribute in the 

prediction. The algorithm can also be used to identify the most important factors in customer 

churn, allowing companies to take action to reduce customer attrition. 
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Decision Tree Classifier: 

Prediction = (Probability of a customer churning given a set of features) * (Probability of the 

customer not churning given a set of features)-----------------------------------------------------------(i) 

= (P(Churn | Feature1, Feature2, ..., FeatureN)) * (1 - P(Churn | Feature1, Feature2, ..., 

FeatureN)) 

Random Forest Classifier: 

A Random Forest Classifier is a powerful machine learning algorithm used for predicting 

customer churn. It works by constructing a multitude of decision trees, each one using a different 

combination of the input variables, and then combining their results to form a final prediction. 

The trees in a Random Forest Classifier look at different combinations of the input variables and 

use a voting system to determine the final prediction. This helps to reduce the variance of the 

model and produce a more accurate prediction. The Random Forest Classifier is particularly 

effective when the data is complex, as it is able to capture relationships between variables that 

may be difficult to detect with a single decision tree. Additionally, by combining the results of 

multiple trees, the Random Forest Classifier is able to make more accurate predictions than a 

single decision tree. As such, the Random Forest Classifier is a powerful predictive tool for 

customer churn prediction. 

Random Forest Classifier algorithm equation is: 

P(Y|X) = 1/K ΣT(x) -----------------------------------------------------------------------------------------(i) 

where, 

P(Y|X) = probability of the customer churn (Y) given attributes (X) 

K = number of trees 

T(x) = prediction by a single tree for a given x 

We take samples randomly from a data set or training and testing sets. Then, we build a decision 

tree with each set of training data. Afterwards, we average the decision trees to find the most 
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popular prediction result. Finally, the prediction result that received the most votes is chosen as 

the final forecast result. 

GaussianNB 

GaussianNB is a machine learning algorithm used for classification problems. It is a supervised 

learning algorithm, meaning it uses labeled data to learn how to classify data points. The 

algorithm uses Bayes' Theorem to determine the probability of a data point belonging to a 

particular class. 

GaussianNB can be used for customer churn prediction as it can identify patterns in customer 

behavior and use them to classify customers as “likely to churn” or “unlikely to churn”. The 

algorithm can also use customer information such as age, gender, location, product usage, etc. to 

better understand customer behavior and make more accurate predictions. 

Y = GaussianNB(X)---------------------------------------------------------------------------------------(i) 

Where: 

Y = Customer Churn Prediction 

X = Features (e.g. customer demographics, usage data, etc.) 

We are first loading the initial libraries, then importing and exploring the dataset, followed by 

visualizing it. Assuming that all the continuous variables associated with each feature have a 

uniform distribution, we can use a method called Gaussian Naive Bayes. This is also known as 

the normal distribution and if our data is continuous, we can use this formula to calculate the 

probability of likelihoods. 
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Deep neural network 

A deep neural network is a powerful machine learning technique used to detect patterns in 

customer data and make predictions about customer churn. It can be used to identify factors that 

may lead to customer churn and build predictive models based on those factors. The neural 

network can then be used to make predictions about customer churn using the input data. The 

predictive models can be used to classify customers into different churn categories, such as high, 

moderate, and low churn. Additionally, the neural network can be used to make predictions 

about the future behavior of customers and provide insights into customer behavior. 

Deep Neural Networks (DNNs) are a type of artificial neural network (ANN) that has multiple 

hidden layers between the input and output layers. Each hidden layer uses nonlinear activation 

functions to transform the input data into a more complex representation. This allows the 

network to learn complex relationships between inputs and outputs, making them ideal for tasks 

such as customer churn prediction. DNNs can also capture both linear and nonlinear patterns in 

data, allowing them to model data more accurately than traditional methods such as logistic 

regression or decision trees. DNNs are also able to learn from large amounts of data, making 

them well suited for tasks with large datasets. DNNs can be trained using backpropagation, 

which involves adjusting the weights of connections between the various layers in order to 

minimize errors in the output. The result is a model that is capable of making accurate 

predictions about customer churn. 

Deep neural networks are used for customer churn prediction as they are able to capture complex 

non-linear relationships between customer data and the likelihood of customer churn. Deep 

neural networks can also capture temporal dependencies between customer data points, allowing 

for the detection of subtle patterns which are difficult to detect using traditional machine learning 

algorithms. Deep neural networks have been shown to outperform traditional machine learning 

algorithms in customer churn prediction tasks, making them a powerful tool for predicting 

customer churn. 
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3.5 Implementation Requirements: 

1. Data Collection: Collecting customer data such as customer demographics, customer behavior,

customer transactions, etc. 

2. Data Cleaning & Pre-processing: Cleaning, formatting, and normalizing the collected data to

make it ready for the predictive model. 

3. Feature Engineering: Identifying significant characteristics from the data that can be employed

to anticipate customer churn. 

4. Model Selection: When it comes to predicting customer churn, choosing the right machine

learning or deep learning model is essential. It is important to consider the type of data available, 

the complexity of the problem, and the desired accuracy of the model in order to select the model 

that will best suit the needs of the project. Additionally, the amount of time, resources, and 

expertise available for the project should be taken into consideration when selecting the 

appropriate model. 

5. Model Training and Evaluation: Training the selected model on the pre-processed and

engineered data and evaluating its performance. 

6. Model Deployment: Deploying the trained model in a production environment and integrating

it with existing systems. 
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Chapter 4 

Experimental Results and Discussion 

4.1 Experimental Setup: 

Gather all relevant customer data such as customer demographics, past behavior, and current 

activity.Clean the data, perform any necessary transformations, and encode categorical features. 

Creating various machine learning models, such as decision trees, logistic regression, and 

random forests, can be beneficial in many different ways.It is important to measure the 

performance of each model using metrics such as accuracy, precision, recall, and F1 score. After 

assessing each model, the best one should be chosen based on the evaluation metrics.Deploy the 

model in a production environment and monitor its performance over time. 

4.2 Experimental Results & Analysis: 

Table 1 shows that the RandomForestClassifier is the best performer among these machine 

learning and Deep learning algorithms, with an accuracy of 84.00%. With a testing accuracy of 

83.74%,Random Forest Classifier was found to be the best performer. So we used 

RandomForestClassifier to create our prediction algorithm and improved it to improve prediction 

accuracy. Figure (2) depicts the performance analysis of benchmark models. 

Table1: Accuracy table of Machine Learning Algorithms 
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Model ACCURACY Training Accuracy Testing Accuracy 

MLP Classifier 82.00% 87.40% 82.38% 

SVM 81.00% 83.08% 80.64% 

KNN 80.00% 85.86% 79.96% 

Decision Tree Classifier 76.00% 99.87% 76.38% 

Random Forest Classifier 84.00% 99.87% 83.74% 

Gaussian NB 77.00% 76.48% 77.09% 

Deep neural network 81.00% 85.41% 81.36% 

Figure 2:  Performance analysis of machine learning models 
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We obtained precision values (figure:3) (Precision is the model's ability to predict a specific 

category.) for Churn  respectively MLP Classifier (80.00%), SVM (78.00%), KNN (75.00%), 

Decision Tree Classifier (76.00%), Random Forest Classifier (81.00%), GaussianNB (74.00%), 

Deep neural network (79.00%) and not churn MLP Classifier (85.00%), SVM (83.00%), KNN 

(87%), Decision Tree Classifier (77.00%), Random Forest Classifier (86.00%), Gaussian NB 

(80.00%), Deep neural network (85.00%). It would be fantastic if the machine made the correct 

decision. 

Figure 3: Precision values from different models 
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We obtained recall values (figure :4) ( it is the measure of our model correctly identifying True 

Positives) for Churn  respectively MLPClassifier(86.00%), SVM (84.00%), KNN (89.00%), 

Decision Tree Classifier(76.00%), RandomForestClassifier(87.00%), GaussianNB (82.00%), 

Deep neural network(86.00%) and not_churn respectively  MLPClassifier(79.00%), SVM 

(77.00%), KNN (71.00%), Decision Tree Classifier(76.00%), RandomForestClassifier(80.00%), 

GaussianNB (72.00%), Deep neural network(77.00%). This will be extremely helpful in making 

the best machine decision. 

Figure 4: Recall values from different models 
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4.3 Roc_Curve:  

The ROC curve(fig:5) depicts the trade-off between sensitivity and specificity: The percentage of 

positive cases that were accurately identified is how sensitive a system is. The proportion of 

unfavorable cases that were correctly categorized serves as a gauge of specificity. 

Figure 5: Roc_curve of different models 
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4.4 Discussion: 

The customer churn prediction result is a valuable tool for companies to identify customers that 

are at risk of churning. By identifying churners, businesses can take preemptive action to retain 

those customers and reduce their churn rate. The result of customer churn prediction can also 

help businesses understand what factors are driving customer churn, allowing them to adjust 

their strategies to reduce churn. Furthermore, businesses can use customer churn prediction to 

target customers for more personalized offers and promotions, as well as to create loyalty 

programs to reward customers for their loyalty. Ultimately, a customer churn prediction result 

can help businesses to improve customer retention and increase customer lifetime value.The 

RandomForestClassifier is the best performer among these machine learning and Deep learning 

algorithms, with an accuracy of 84%. With a testing accuracy of 

83.74%,RandomForestClassifier was found to be the best performer. So we used 

RandomForestClassifier to create our prediction algorithm and improved it to improve prediction 

accuracy. 
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Chapter 5 

Summary & Conclusion 

5.1  Summary of the Study: 

The study of customer churn prediction is a research topic that focuses on predicting when a 

customer is likely to end a business relationship. This is important for businesses because it 

allows them to identify and target customers who are likely to leave before it becomes too late.  

The study of customer churn prediction involves a number of different techniques and methods. 

These include predictive analytics methods such as logistic regression and decision trees, as well 

as machine learning methods such as support vector machines and neural networks. In addition, 

customer segmentation and customer relationship management (CRM) techniques can be used to 

better understand the customer behavior that is associated with churn and to create targeted 

interventions that can help reduce churn.  

The study also investigates the important factors that influence customer churn, such as customer 

demographics, product features, and customer service. In addition, research has been conducted 

to understand how customer satisfaction impacts churn and how customer loyalty can be built 

and maintained. Finally, the study also investigates the effectiveness of various strategies for 

reducing churn.  

Overall, the study of customer churn prediction is an important research topic that can help 

businesses better understand and predict customer behavior, which can ultimately lead to 

improved customer retention. 

5.2 Conclusions: 

The conclusions of customer churn prediction are that customer churn can be accurately 

predicted by using a combination of machine learning models and data-driven analysis. 

Specifically, customer churn can be predicted by leveraging customer demographic and 

transactional data, as well as customer behavior data. Additionally, customer segmentation can 

help identify customers who are more likely to churn, and some predictive models can be used to 
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identify the risk of churn for individual customers. By leveraging these techniques, businesses 

can take proactive steps to reduce customer churn. 

5.3  Implication for Further Study 

In order to further study customer churn prediction, it would be beneficial to incorporate more 

data sources into the analysis. Such additional sources could include customer surveys, customer 

feedback, and customer segmentation. Additionally, machine learning methods such as decision 

trees, random forests, and support vector machines could be used to develop more accurate 

models for predicting customer churn. Finally, the use of more sophisticated metrics and 

techniques for evaluating the performance of customer churn models would be beneficial. 

5.4 Contributions 

This thesis will include background information and a study of the relevant literature on the 

impact of customer analytics on customer attrition. This will be done by splitting the subject into 

two sections, one focused on customer analytics and the other on customer turnover, along with 

their respective subsections. Additionally, a full examination of the most current advancements 

in data mining and analysis, particularly those that pertain to the utilization of customer data, 

which we characterize as customer analytics, will be provided. 
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