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ABSTRACT 

Depression is one of the most serious issue among human civilization in modern time. It is 

one of the well-known mental health issues in this era. In this paper we worked on this metal 

health issue known as depression. This has affected countless people of different gender, age 

and race. It is also taboo for some people to talk about which makes it more so serious. Now 

people also share their depression thoughts through the social media. It is also to be mentioned 

many people does not even realize they are depressed but their posts on social media shows 

they are. One of the social media where people share their thoughts are twitter and this is what 

we chose to gather our data from twitter. This method required both depressed and not 

depressed social media data so our algorithm can distinguish between depressed and not 

depressed post. NLP and Machine Learning is used for the process.  

This research aims to explore the use of machine learning techniques for detecting human 

depression using social media data. The study will focus on the use of various algorithms 

including TF-IDF, BOW, XGB Classifier, Random Forest Classifier, Logistic Regression, 

SVC, ADA Boost Classifier and Naive Bayes. The objective of this research is to develop a 

model that can accurately identify individuals who may be at risk for developing depression 

based on their social media data. The research will utilize a dataset of social media posts and 

interactions, which will be preprocessed and used to train and test the machine learning 

algorithms. The performance of each algorithm will be evaluated using metrics such as 

accuracy, precision, recall, and f1-score. The final model will be chosen based on the highest 

performance. The research will also consider the ethical aspects of using social media data 

for detecting depression, such as privacy concerns, accuracy and reliability, bias, access, and 

responsibility. The results of this research could have significant implications for the 

identification and treatment of depression, as well as for the overall well-being and quality of 

life of those affected. 

The results of this research will provide valuable insights into the use of machine learning 

techniques for detecting human depression using social media data. The findings will be 

useful for mental health professionals, researchers, and policymakers to understand the 

potential of social media data for the early identification of individuals at risk for depression. 

The research will also provide valuable information for the development of more accurate and 

efficient models for detecting depression in the future, which could ultimately lead to better 

outcomes for those affected and a reduction in the overall burden of depression on society. 
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CHAPTER 1 

INTRODUCTION 

 

1.1 Introduction 

One of the most known word in this era of human history is “Depression”. It would be hard 

to find any person who uses the modern communication methods and have not heard the word 

depression. Specially during the recent COVID-19 pandemic this topic got more attention. 

But there is question that might occur which is what is this depression. From the World Health 

Organization’s description of depression, we can say the general definition of depression is it 

is a mental disorder which can be characterized by less pleasure from the previously enjoyable 

activities or overall lack of interest to anything and the main one which is persistent sadness. 

Other symptoms can also be felt like losing appetite or lack of sleep. Other symptoms can be 

poor concentration and tiredness.  

Because of recent corona virus we have seen all kinds of problem arise in our society. Because 

of waves and waves of corona pandemic lockdown we have faced so many disruptions in our 

life. Also, for a long time we had to stay behind the closed doors. This created problems which 

include rise of depression among the general population. Corona pandemic have influenced 

everyone regardless their age, gender or situation. Many people lost their job and the had to 

face isolation, income loss, fear of death etc. Level of insomnia, anxiety was increased 

significantly.  One of the reports suggest 18% alcohol and 36% drug use went up during the 

pandemic. For all the reasons mentioned depression level also went up. The numbers suggest 

it went up almost 25%. 

Data suggests that around 5.07 billion people are using internet that means around 72 percent 

people use or have access to the internet. From this around 4.74 billion or 59.3% people use 

social media around the world. The numbers are only increasing day by day which shows that 

more and more people use the internet to access the social media. Social media is a great tool 

to communicate with each other which allows them to share their personal thoughts either 

using personal massage or through the use of public posts. They share data like opinions, 

photo, voice record, video and many more. This data also reflects the user’s emotions such as 

mood, sentiment or feeling.  
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Detection of depression is a method that can be done from text, photo or video. For our 

particular task we have used the depression detection from text of social media. Our study has 

the aim to analyze data from social media platform which have public access to their data in 

order to detect depression from the gathered data. We purpose to use different machine 

learning method as and stable and efficient method for detecting depression.   

As mentioned before according to WHO depression is a mental disorder where a person has 

symptoms like losing interest in previously interested activities also felling increasingly 

sadder than before. It creates other problems like other mental health issue with physical 

problems such as reduce of work efficiency and laziness. Symptoms can vary from mild to 

severe. Patients can also feel guilty without reason or worthless. 

According to the Debra Fulghum Bruce, PhD there are five types of common depression. 

• Bipolar Disorder: It is also known as manic depression. In this type of depression 

there are different episodes of mood which ranges from the high energy to the low 

depressive periods. When a person in his or her low phase he or she can or might have 

the symptoms of major depression which we will mention later on. 

• Major Depression: Major depression is kind of self-explanatory because it is one of 

the most known depression. People with severe depression calls it “global gloom”. 

People suffering from major depression shows signs like loss of interest, thoughts of 

suicide, trouble in making decision, trouble in concentration, feeling worthless also 

maybe guilty, lack of energy to do anything, insomnia or trouble of sleeping, feeling 

agitated maybe feeling sluggish or slowed down mentally and physically. 

• Persistent Depression Disorder: This type of depression has an old name which is 

dysthymia. As the name suggests it is usually characterized by persistent or even with 

continues symptoms that can or also might last at least two years. People who are 

diagnostic with the chronic depressive illness are able to easily cope with everyday 

tasks but rarely display signals of any excitement. Change of energy level, food 

consumption, sleep condition and self-esteem might get changes. 

• Postpartum Depression: This type of depression can be seen among one in seven 

new mothers. It creates worry, exhaustions among the new mothers which can make 

it difficult for them. Which makes accomplishing their daily task harder.  
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• Seasonal Affective Disorder: This term is also self-explanatory because this type of 

disorder occurs during mostly in the winter time. Days became shorter and less 

sunlight. Its effect goes away during the summer or spring time. 

 

Covid Depression Spike: During the covid time rapid spread of corona virus has created 

considerable level of fear, anxiety around the globe. To cope with the virus and death many 

decisions were taken among which we can see lockdown where people had to stay home for 

months without leaving their home for a moment. For this reason, many people have 

developed depression without even realizing. 

Symptoms of Depression: 

• Feeling of frustration 

• Frequently interrupted sleep  

• Change of behaviors like appetite decrease  

• Aches in the body, pain, discomfort in the stomach and other type of pains also can be 

the symptoms of depression 

• Having difficulty to sit still 

• Trouble concentrating on work or other things 

• Weight might also increase or decrease because of depression 

 

Machine Learning: We know machine learning is a special automation process for data 

analytics. It is also known as a subset of artificial intelligence. It uses provided data to learn 

patterns and create its own pattern and make judgment using this without human touch. 

 

1.2 Motivation 

Worldwide almost 280 million people suffer from depression according to the information 

shown on WHO site. That means almost 3.8% population of the world is suffering from 

depression. Also 700000 people suicides because of depression. Also, this are the numbers 

that have been reported but there are many cases that are not reported.  
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Twenty first century has added many useful things to our list one of which is social media. 

More than half of the human population use social media. Social media is a great way to 

connect with each other and share their thoughts. People like to share their emotion on the 

internet through the social media. They also share their sadness and stories. Where we can 

find clues about their depression. 

Our goal is to use this data from the social media to make a model where using ML we can 

automatedly detect depression from a text data. Because we know depression is still a taboo 

for the people also lot of people don’t know they suffer from the depression. So, they can’t 

even find help for their depression. But if the social media can detect their users mental state, 

they might help them without the user being awkward.  

From all the social media we choose the twitter to collet our data from. Because it has a wide 

range of users and people share their felling via small passage mostly to the public. It is also 

easy to collect huge amount of data related to our work form there. Even though we know that 

human emotion specially depression is a problem form most people to detect from. We kept 

out data collection according to our ease of data sorting. So that it can work with basic emotion 

detection.  

 

1.3 Rationale of the study 

It is a really common practice among the recent researches to use AI or ML in different fields 

in order to automate their process. Also, it is being used in the emotion detection and text type 

detection researches a lot. Our work follows this path where we are using the social media 

data and detection depression from them using ML. There have been many works done in this 

field previously. Same type of themes was practiced but in different ways. Different data gave 

different outcomes to different works. Our work focuses use of recent acquired data from the 

social media data and mixing with previous data and creating our own dataset.   

A person might feel that is difficult for them to concentrate and assess when he or she starts 

suffering from depression, also it affects the agility. Depression also affects one’s brain and 

might generate difficulty when recollecting their memory. Depression can affect a person’s 

psychology, but also it can affect a person’s physical structures. It is also possible that 

depression might be able to affect one’s central nervous system of a person. It can or might 

also cause permanent damage in the brain, that is why many who suffer from depression might 
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feel difficulty when remembering things. It is also noteworthy that around 20 percent people 

who suffer from this might never recover. 

Around 16% or 1.2 billion people of world population are young people who are around 15 

to 24. Also, most people who suffer from depression is around 18 to 29 years. Also, most 

significantly impacted group is the age group of people are age group from 45 to 65. It is 

important to note that 90 percent of the people who are adult in between age group of 18 to 

29 uses the social media.  

That is why if we use the current social media, it will be more likely that we are working with 

data from the young group of people. That means it will allow us to get more data on 

depression detection of young people mostly if we are successful in our work the reason being 

most people who uses social media are young people and it is more likely that young people 

will share their emotion on the internet rather than the older group of people. 

 

1.4 Research Questions: 

Before we even start with our research work there are question that are essential to our work. 

These questions will create an outline for our work. The following questions are the ones we 

encountered 

• Why do we need depression detection? 

• Why do we need to use the social media for data? 

• How will we collect our required data? 

• What kind of methods to use for data collection? 

• Why we will use machine learning? 

• Which kind of ML we will use? 

• What will be our criteria of data collection? 

We will discuss about a few quantitative results from studies that has been done before 

moving on to the results. In order to find keywords for our work we looked into the social 

media posts related to our work. It enhanced the performance in our depression detection, and 

as a result we started to notice more indications of frustration. We tried to make sure that word 

representing despondency includes feelings like frustration, anger, happiness, rage. 
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So, as a result to this research it will offer insight on how to identify depressive symptoms 

inwritten texts as effectively and quickly as possible. Depression is known to impact human 

language use in the past. We have also studied different papers in search for great techniques 

which can accurately detect depression better than the others. 

We have two main sources of data for our project. One source is an online available dataset 

which contains data from twitter. It has around 36000 data related to depression. It has 3 type 

of data one depressed one not depressed and the last one is neutral data. We have collected 

data from twitter using tools. This data dates from January 2022 to June 2022. We manually 

labeled the data what we collected from the twitter. Depending on different criteria we also 

labeled our data depending on our online dataset 

 

1.5 Report Layout: 

In the Chapter 1 is where the introduction part for our research project is and we shaded light 

on the basics of our thesis. We discuss how social media is related to the users and how it has 

a great effect on our thesis data collection. Our motivation is also discussed on this chapter.  

We have also mentioned our efforts and basic steps to finish this work. We have also talked 

out potential outcomes in short. 

Chapter 2 is the background study of our work. In this chapter we talked about our idea 

behind our work, why we felt to work on this idea. We have also tried to provide basic 

overview of global social network analysis which we have gathered from the internet. We 

have also discussed what challenges we have to work on. 

Chapter 3 Experimental analysis part has the main purpose of stablishing our research 

strategy and describing it. This is our main point which we have discussed. Because our main 

importance is the type of data we are using and it bares the most importance on our work. 

Because our result and outcome depend on the type of data we are choosing. It has the most 

lime light in this chapter. We have talked about our two datasets and discussed about its 

aspects. We explained and examined the dataset. 

In the Chapter 4 experimental result and discussion is this particular chapter where we have 

also talked about the studies we have done during our experiment. We discussed the 
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mathematical techniques we used on this research and the algorithms that we used. We have 

talked about the concepts, experiment finding and description of them. 

Chapter 5 has the summery of our total research, conclusion about what we have done so far, 

recommendations, and where we might be able to work with it in the future with the idea of 

where this might be implementable and what effects it might have.  
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CHAPTER 2 

BACKGROUND 

2.1 Introduction:  

Because of the most recent pandemic there were many changes in our life. These changes 

were felt all over the world for most of people. It has increased the tension and anxiety for 

most of the people around the world. One of the most important things during this pandemic 

is that people had to stay home for so long many of them started to develop depression. So, 

for this reason it is necessary to monitor health of the general public. 

 

 

Fig 2.1.1 Social Media user count growth from 2017 to 2027 

In figure 2.2.1 it shows that social media user count from 2017 to 2027. Here they showed 

from actual count of users how many users were using social media from 2017 to 2021. After 

the 2021 means from 2022 to 2027 they have projected social media user count using previous 

few years social media user count. All the user numbers in billion, which means in 2021 there 

were 4.26 billion. This information was taken from “statista.com” website. 

Many changes have occurred because of the lockdown. Many people started to use the social 

media as a result of not having anything to do during the time of lockdown. Changes in 

number of social media users have raised significantly during last two years. Social medias 

like Reddit, Twitter, Tiktok and Facebook etc. saw a huge user boost during this time. 

This study focused on the people who uses the social media to show their emotions because 

in between all the emotion there are emotions like sadness, loneliness and other symptoms 

which shows the depression might have affected the person.  
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The goal of this study is to make use of the available data on the internet which are input by 

the normal users. Every input is a data for our study depending on the information stored on 

the post of the user. As we know there are many types of data on the internet most are on text. 

Data like age, gender, preference and many more. Which gives us a lot about a person. But a 

person’s emotional situation can be understood by the posts or their text data. Our goal is to 

collect this data from the social media and make use of it. 

 

Fig 2.1.2 Top 10 Countries with the Highest Rates of Depression 

 

In the 2.1.2 figure it shows top ten countries that have the greatest number of depressed 

people. It means Ukraine has the greatest number of people in percentage from total number 

of populations. According to the ranking Ukraine has most percentage of depressed person 

among their population. This information was taken from “worldpopulationreview” site 

If the amount of data had to put in numbers, then every minute 527,700 photos are shared on 

Snapchat. More than 4 million videos are watched, 456,00 posts are twitted on the Twitter. 

Around 16 million texts are sent and around half million comments are posted and 293000 

statues are updated on the Facebook alone. 
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Fig 2.1.3 The top 10 Countries with the highest number of depressions 

In the 2.1.2 figure get information about total number of depressed people among all the 

countries. Here depression cases are shown in normal numerical number. So, regard of a 

nation’s total population this number shows top countries total cases of depression. 

Depression case numbers was taken from “worldpopulationreview” website. 

2.2 Related Work: 

The authors claim that individuals whose personalities or demographics fit a certain profile 

have more possibly to share information about their own mental health diagnoses on to the 

social media. According to the results of our research, the MLP classifier had the best 

performance when it came to recognizing and understanding the presence of sadness in the 

reddit the social media network. Its accuracy was 91%. A score of 91% was achieved by the 

MLP classifier, which demonstrates the power and effectiveness of the combined features. [1] 

This article presents a methodology used for obtaining usernames from users who post on to 

the social media in order to determine the level of depression risk. An invitation was sent out 

to fifty people on Facebook, asking them to contribute their posts from the most recent years. 

These posts from users were then incorporated into a machine learning model. It has been 

shown that depression can or might lead to major mental illness or even suicide, as well as 
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how to detect depression using machine learning approaches. Additionally, it has been 

established that machine learning approaches can be used for detecting depression. [2] 

Using methods of machine learning, the proposed system is able to determine whether or not 

the user is depressed. Before determining whether or not there is any indication of depression 

in the text, the algorithm performs a reading of emotion based on the text that was provided 

as input by the user. The fact that the user can access the system in the comfort and privacy 

of one’s own home shields him or her from the social stigma that is prevalent in his 

environment. [3] 

The diversity also the richness of the features set of the method that was proposed has allowed 

it to achieve a higher accuracy than the method that was proposed previously. The frequency 

words are chosen in accordance with the higher frequency that the user feels they should have. 

The sentiments of each tweet are determined by applying the " feeling of the sentences" 

method, and also then the overall average sentiment from all tweets is determined for the user-

mixed sentences. [4] 

Not only because of the emergency itself, but also because of the social problems that 

followed, like unemployment, a lack of resources, and a financial crisis, people's mental health 

problems would be especially sharply increased by a major catastrophe, such as diseases 

caused by the coronavirus 2019 (Covid-19). [5] 

Their analyses shed light on societal sentiment through time and bad issue topics in Weibo 

posts. Therefore, conducting research on posts on social media that have a negative tone in 

order to obtain a deeper understanding of the experiences of the Chinese general people during 

the outbreak of COVID-19 and to provide examples for other nations is something that could 

be helpful. The findings from the posts on Weibo offered useful public health advice., and it 

is possible that transparency and scientific advice will reduce public worry. [6] 

The emotion of sadness can be detected in people through the use of sound or video recordings 

by machine learning, which employs a variety of different methods. It has been put to use in 

medical diagnostics as well as in classifying and diagnosing many diseases, including 

neurodegenerative diseases. Images and videos can be parsed for facial feature data, and put 

through the wringer of artificial intelligence analysis tools in order to establish a diagnosis of 

depression. [7] 
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In this piece, Twitter is considered to be the primary data source for analytical purposes, 

specifically in the form of tweets from the users. When compared to the sizes of storage space 

required to hold the same amount of text, audio, and video information is considerably 

smaller. Twitter has proven to be the best platform for applying emotional artificial 

intelligence to detect depression. This is due to the fact that the maximum amount of 

characters that may be included in a tweet is set by Twitter. [8] 

The authors constructed the EmoCT dataset with the intention of sorting tweets about Covid-

19 into distinct feelings in order to research the issue of mental health, and they used the 

BERT (ft) model, which was derived from predicting the emotion label from just one label, 

in a single-label classification job on the one million randomly selected English tweets data 

on April 7, 2010. [9] 

A methodical approach to determining how frustrated people is with the messages they 

receive from social media platforms. It is impossible for the algorithm to determine a person's 

level of frustration because it gathers information from tweets using keywords rather than 

from posts on Facebook. The machine learning model provides for a six-point scale to be 

applied to the depression criteria. [10] 

 

2.3 Research Summary: 

Our work on this project focuses on different available method out in the community. We 

have used total of seven algorithm and it also have different algorithm with our own dataset. 

Here we have used twitter as our primary data source. As we mentioned earlier our dataset 

has both previously used data and our own data that we acquired recently. It will allow us to 

look for things like impact of new data that was added by us from the same source and it will 

allow us to get accuracy of seven algorithm we used. We have kept the new data as the 

previous dataset we combined with. That means there are same class and same type of labels. 

Python was our main language of choice, and ML techniques were used in our feature 

extraction procedures. There are many algorithms that has been used in countless works on 

the same topic. So, there are many existing information already on the internet about this 

topic. There are many ways that others have done their wok on this topic. This means we saw 

many opportunities which we previously thought available as new but after few searches we 

saw works already have been don on the topic we wanted to work with. 
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2.4 Scope of the Problem: 

It is essential for influence analytics systems that can be applied in a broad variety of contexts 

to have the capacity to recognize sadness in written content. It's possible that those who are 

confined inside for the duration of the lockdown may experience some degree of mental health 

distress as a result. For example, students may feel upset or depressed within the context of 

schoolwork, young people may be anxious about their jobs or careers, and businessmen may 

be concerned about their companies. 

This article works on by focusing to the part where input will be a text then there will be a 

proper outcome which will be able to determine proper state of emotion. This proposed 

technique will allow a person to find if a person whose data was input is depressed or not. 

System has been taught by the so many uses input because of this reason, it is able to tailoring 

recommendations and give appropriate response that addresses main problem of the topic. 

Our thesis has one particular objective which is to build a concept. A concept that will be able 

to meet the requirement of all the person who are or might be suffering from depression. A 

concept where a model based on text which is computationally efficient. A great goal where 

this project is able to help all the people out there.  

We focus on detection of depression before it comes to a uncurable stage or to a stage where 

a person might take bad decision. Bad decision like suicide can be prevented for many people 

if the concept is a success. 

• Data availability: One of the biggest challenges in using machine learning techniques for 

detecting depression is the availability of appropriate data. Social media data is vast and 

diverse, and it can be difficult to obtain a representative and reliable dataset for training 

and testing machine learning algorithms. This can impact the accuracy and 

generalizability of the models developed. 

• Algorithm performance: Another important aspect of the problem is the performance of 

the machine learning algorithms themselves. There is a need to develop algorithms that 

can accurately and reliably identify individuals who may be at risk for depression based 

on their social media data. This can be challenging, as depression is a complex condition 

that is influenced by a wide range of factors. 
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2.5 Challenges: 

Data analysis to detect depression is greatly aided by textual information, which is the most 

widely used form of communication. 

During our work on this project, we faced challenges like  

1. Data availability and quality: One of the biggest challenges is obtaining a 

representative and reliable dataset for training and testing machine learning 

algorithms. Social media data can be difficult to obtain, and it may not always be of 

high quality. Additionally, social media data can be highly unstructured and may 

require extensive preprocessing before it can be used for training machine learning 

models. 

2. Algorithm performance: Another challenge is the performance of the machine 

learning algorithms themselves. Depression is a complex condition that is influenced 

by a wide range of factors, and it can be difficult to develop algorithms that can 

accurately and reliably identify individuals who may be at risk for depression based 

on their social media data. 

3. Generalizability: Another challenge is to ensure that the model generalizes well 

across different demographics and populations. This includes avoiding bias towards 

specific groups, and ensuring that the model can accurately identify individuals from 

diverse backgrounds. 

4. Model's interpretability: Machine learning models can be complex and difficult to 

interpret, which can be a challenge when trying to understand how the model is 

making its predictions and identifying the features that are most important for 

depression detection. 

In this research, we attempt to provide a framework that can determine extent of emotional 

distress experienced by users based on the content of their social media posts. Like text 

summarization and machine translation, depression detection is a job that has a reputation for 

being difficult because to the complexity of language. Identifying signs of depression in 

communication written in a variety of languages is a very challenging and difficult endeavor.  

Since it is challenging to collect enough annotated training data, the supervised machine 

learning technique has not been extensively used or adopted. This is the complexity of 

determining a depressive disorder which was also quite high during the COVID-19 situation 

using several types of online social media. There are a number of challenges that may be faced 

when working on the use of machine learning techniques for detecting human depression using 

social media data. Some of the key challenges include: 
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CHAPTER 3 

RESEARCH METHODOLOGY 

3.1 Introduction:  

ML methodological frameworks for identifying depressive disorder or dd checking out the 

online posts or data from the internet from users. For our particular work we have work 

considered the social media known as Twitter. Our study covers a wide range of people 

because we are using the English language that makes our data collections range wider. This 

will allow us to cover people from different age group. Then there are people of different 

groups like normal people, student or other type of occupation. Our work model contains two 

class one depressed another non-depressed. 

 

 

 

 

 

 

Fig 3.1.1: Proposed model for research work 

 

Figure 3.1.1 shows the basic model that we have used on this research project. First step is to 

look for data available on the internet and then extraction of data from the source. Then we 
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Train Data Test Data 
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depression 

detection 
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will get the unlabeled data. But we need labeled data for our work. So, we have to label data 

that we have collected. Then this data will be useable for the machine to be fed. Then we can 

use this data to train and test data using our desired ML methods. Then this algorithm will 

give us accuracy and also allow us to detect depression which is our goal here. 

We have to process the raw data so that they can be used for ML and this process is also called 

data preparation. It is an important process for the ML model and also crucial stage. It is also 

necessary to get rid of data that are unwanted in the process.  

 

3.2 Research Subject and Instrument: 

For the purpose of this research on detecting depression, we had to use different type of 

software, tools and most of which of open-source tool. There was restriction because we have 

used open-source tools mostly. This work was done on our personal computer which has 

windows 11 and mostly using python programming language 

 

Table 3.2.1: Tools used for the project 

Package 

Name 
Description URL Link 

Python 

To put it simply, Python is a very advanced 

programming language. It's a type of language 

used for developing applications with an 

emphasis on object-orientation. It has built in 

data structure which combines with dynamic 

typing and binding which is great and 

attractive for fast application development. 

Also, it is a great programing language for ML. 

It is also a widely used language in this type of 

ML projects. 

www.python.org 
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Face Pager 

Face pager is used for fetching publicly 

available data from social media platforms like 

YouTube, Twitter and other websites on which 

work on the basis of APIs and web scraping. 

All the data scrapped from different sites 

stored in an SQLite database and also available 

for exporting to csv. 

github.com/strohne/Facepager 

Jupyter Lab 

Jupyter is a web-based development 

environment which is interactive for codes, 

notebooks, and data tinkering. Its adaptable 

user interface makes it simple for users to 

customize and rearrange data science, 

scientific reporting, machine learning, and 

scientific computing operations. Its modular 

structure makes it open to customization by 

adding new features and improving upon those 

already present. 

jupyter.org 

 

 

Libraries used: 

• Matplotlib: Among the tools for plotting data in Matplotlib is a series of functions 

known as Pyplot. It allows you to do things like identify lines in a plot, set the bounds 

of a plot during form generation, etc. 

• NumPy: The Python package NumPy is a popular choice for array manipulation. 

Linear algebra, the Fourier transform, and matrix operations are all under its purview. 

Python's NumPy is an array of objects and techniques for working with arrays of 

varying dimensions. NumPy allows for the mathematical and logical execution of 

arrays. To put it simply, NumPy is a Python library for numerical computation. Also, 

this term used for "numerical Python”. 



©Daffodil International University                                                                                                                 18 

• Pandas: Panda's main function is data analysis. Pandas is compatible with a wide 

variety of data formats, including JSQN, SQL, and even Microsoft Excel. As an 

example, Panda allows users to merge, reset, choose, organize, and alter data. 

• Sklearn: Sklearn is an easy-to-use and effective program for analyzing predictive 

data. free for everybody to use and adapt to their own purposes Made using matplotlib, 

SciPy, and NumPy. 

• Seaborn: This seaborn is known as a matplotlib-compatible Python package for 

visualizing data. It's an accessible platform for creating visually appealing and 

insightful data visualizations. 

 

 

 

3.3 Data Collection Procedure: 

Collecting data is the process which is mostly self-explanatory. Though there are many ways 

to gather data. There are many aspects that had to be met when data is being collected. Aspects 

like data type, when was data produced, if it meets our work expectation and so on.  

There are so many types of data available for use and because of internet it is easily accessible. 

There are available tools which allows the easy collection of data. One of the tools is Face 

pager tool. We used this tool for our data collection process. 

Face Pager: It's an automatic data retrieval tool developed by Jakob Junger and Till Keyling 

in 2019. 

Its ca retrieve data from many social media sources like Twitter and others. It can be set to 

retrieve data in different presents. It is possible to change settings according to ones need. 

There are different parameters that can be used to collect data for our work we used parameters 

like 

• id 

• message  

While our data collection depending on the parameters, we also collected data like where we 

had both depressed and non-depressed data. 
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Table 3.3.1: Data count 

Type of data Quantity 

Total number of data 40000 

Positive or not depressed data 28000 

Negative or depressed data 12000 

 

 

 

Label Encoder: 

In the field of machine learning, we often work with datasets that include numerous labels in 

either one column or many columns. Words or numbers may be used to represent these 

designations. The training data are often labeled with words in order to make the data human-

readable or to make the data more intelligible. 

Label encoding refers to the process of transforming labels into a format that a computer can 

interpret. A necessary step in this process is to convert the labels to a numerical format. 

Ultimately, ml algorithms may make an informed decision as to how those labels should be 

used. In supervised learning, this phase of pre-processing the structured dataset is very 

significant. 

 

3.4 Statistical Analysis: 

i. Data Analysis:  

In order to extract meaningful insights, draw valid conclusions, and provide useful 

guidance for making decisions, data analysis is performed. Data analysis is multifaceted 

and multimethod, including a wide range of procedures that go by a wide variety of names 
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and finding use in many fields of business, science, and the social sciences. The modern 

business world could benefit from data analysis if it leads to more data-driven decisions 

and improved operational efficiency. 

 

Figure 3.4.1 Twitter user count  

Our primary data source is twitter and according to backlinko.com Figure 3.4.1 shows 

number of twitter users from 2010 to 2021.  

ii. Data processing: 

Discovering usable information, informing conclusions, and providing assistance for 

decision-making are all goals of the data analysis process, which consists of examining, 

cleaning, converting, and data modeling to accomplish these objectives. Data analysis 

encompasses a broad range of techniques known by many different names and may be 

tackled from numerous angles. It finds application in a range of fields, including business, 

science, and the social sciences. Data analysis plays a crucial role in the current 

professional world, allowing for more objective decision-making and facilitating the 

smoother running of businesses.  

We began by collecting unlabeled data and raw data from Facebook, both of which lacked 

any kind of classification. After that, we assigned labels to the data by hand. The following 

approach was used for the purposes of cleaning and pre-processing. 
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• Removed all the stop word. 

• Remove all the links were present in the comment. 

• Finding duplicate data and removed it. 

• Sometimes, after the top has been eliminated, the article is empty. 

 

iii. Building dataset: 

Building a dataset for machine learning techniques for detecting human depression using 

social media data can be a complex and challenging task. The first step in building a 

dataset is to collect appropriate data from social media platforms. This may include text 

data, such as posts and comments, as well as other types of data such as images, videos, 

and metadata. It is important to ensure that the data is representative of the population 

being studied, and that it is obtained in a legal and ethical manner, such as obtaining 

informed consent from individuals. 

When collecting data for machine learning techniques for detecting human depression 

using social media data, there are a few key factors to consider in order to ensure that the 

dataset is suitable for training and testing machine learning algorithms. These include: 

1. Representativeness: It is important to ensure that the dataset is representative of the 

population being studied. This may involve collecting data from a diverse range of 

individuals, including those from different age groups, genders, ethnicities, and 

socioeconomic backgrounds. 

2. Quality: The data should be of high quality and should be free of errors and 

inconsistencies. Social media data can be unstructured and may require a significant 

amount of preprocessing to make it usable for machine learning algorithms. 

3. Quantity: A sufficient quantity of data is needed to train machine learning algorithms. 

The more data that is available, the more accurate and reliable the algorithms will be. 

4. Timeliness: The data should be relevant and up-to-date, as depression can be a 

dynamic condition that can change over time. 
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Table 3.4.1: Unlabeled non processed data examples 

No Unlabeled data 

1 
RT @samthingsoweto: I?m sorry for the silences. I thought I was wack but today 

I only discovered how dope I am. #depression 

2 
RT @vigorous_man: Modern men suffer from depression because of: 1. Porn 2. 

Sugar 3. High body fat 4. Poor sleep 5. No purpose 6. Low Testo? 

3 
@michtosincere Heureusement car si j'étais élu j'oscillerais entre la dépression 

profonde et les élans d'enthousias? https://t.co/3pBZ6M5mi2 (Trash data) 

4 
RT @LaQueenJ: Its high time we accept that unemployment is the main cause of 

depression among the youths 

5 
It wasn't that long ago that I was in need of such support for clinical depression. 

Even then these services were u? https://t.co/oOpou3kQsb 

6 
RT @ThisIsMduh: @LindokuhleMboma Twitter: You?re HIV positive. Person: 

I?m not. Twitter: Prove it Person: *shows results* Twitter: You? 

7 
RT @heresyfinancial: During the Great Depression the US government burned 

crops and slaughtered cattle Why? To? help? with the? problem? 

8 
I might add that I had just told them that the cause of this episode was gender 

dysphoria and depression over trans? https://t.co/qiUrauTcn7 

9 

@fcoconsrv @Suzy_NotSuzy I fell for the craziness too as I am 

immunocompressed and wore a mask everywhere, mostly s? 

https://t.co/1y0VEojcu4 

10 
RT @starsmitten_: @sleepy I?ve come to realize depression is like a multiplier 

debuff, so whatever other debuff we?re hit with during the t? 

 

As we have shown in Table 3.4.1 there are only two data columns for our dataset one of 

which is actual data where users have showed their own emotion and in the other column, 

we have labeled in numerical data. As it can be seen that this data is not properly pre-

processed. In this data there are unwanted things in the dataset. We can see links, punction 

marks and name. Also, there are unwanted stop words which can be problem while 

working on algorithms. 
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Table 3.4.2: Labeled processed data examples 

No Example Label 

1 

did i miss my chance does anybody else feel like they will never be able to 

experience the joy of certain big things in life like the path you took is too far 

astray i do about a lot of things like college marriage having a son a real 

relationship comfort lasting friendship trust sanity accomplishment 

0 

2 goodmorning i hate mondayzzz tt 1 

3 

i hate being steps back from anything i want to do in life oh you want to get a job 

sorry nobodys going to hire you unless you put your life on hold and go to 

therapyoh you want a relationship suck it loser not today get your ass to therapyoh 

you want to maintain your friendships hope theyre still around in a year to the 

doctors with youits just like i get it but i also have a life to get to and its starting 

right now today it doesnt seem worth all of the lost time and effort to eventually 

get to the same square one regular people are starting frommaybe theres something 

great waiting for me on the other side but its getting to the point where im not very 

interested in finding out 

0 

4 
rt humansofny i dont think im going to miss eighth grade its been a tough year a lot 

of my friends are struggling with depr 
0 

5 
flowers check cologne check candles check date crap bottle of lotion check its 

going to be a good night 
1 

6 
mijavera yes excited ive never had one before and everyone else does i feel so left 

out lol 
1 

7 

my thoughts just listen my cause of death will always be suicide unless someone 

kills me i want to achieve small goals and kill myself after as punishment for 

trying 

0 

8 was so sad that i felt nauseous  0 

9 rt noturmcm me wow im actually starting to feel happy again my depression 1 

10 therapy via skype skype therapy for overcoming anxiety 1 
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As we can see in Table 3.4.2, we can see the dataset has been preprocessed and labeled. From 

the previous table we can see this table has many changes. Changes like no punction marks, 

no links. Also, we can see that there is no uppercase letter neither. We have also labeled our 

data. There are there columns now one of them is new. The new column is labels and the other 

two are data and number column. We have pre-processed data and this will allow the 

algorithms to work without any problems. 

iv. Feature Extraction: 

Figure 3.4.2 Word cloud from consideration 

In Figure 3.4.2 we have world cloud. This is the world cloud of our own dataset. In our 

dataset we have total of forty thousand individual data. In every data we have different 

amount of data which allows to show emotion of different people. When we made world 

cloud from our dataset, we got the words which are most used in the dataset. Which means 

words like depress, feel, can’t etc. words should be in the dataset. 

With the goal of facilitating the following learning and generalization steps and, in some 

cases, resulting in better human interpretations, feature extraction in ML, pattern 

classification, and image recognition begins with an initial set of measured values and 

constructs effectiveness of (features) designed to be insightful and non-redundant. 

Dimensionality reduction and feature extraction go hand in hand. 
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Whenever the size of the data fed into an algorithm exceeds its processing capacity in its 

entirety and it is suspected that some of the data is redundant (examples include identical 

units of measurement written in both feet and meters and the monotony of pixelated image 

displays.), if the data is turned into a more manageable collection of characteristics, then 

much more may be accomplished. Feature selection refers to the process of picking a few 

key characteristics from a larger pool. Information of interest in the input data is expected 

to be present in the chosen features. As a consequence, the intended job will be able to be 

carried out by employing this reduced representation rather than the whole source data. 

v. Training and Testing data: 

Researching and developing algorithms that can learn from data and provide predictions 

based on that data is one of the most common activities in the area of machine learning. 

As a means of accomplishing their goals, these algorithms first use the input data to build 

a mathematical model, which they then employ to make inferences or assessments. These 

kinds of inputs are often partitioned into many data sets before they are utilized to build a 

model. The model-building process typically employs three distinct data sets: training, 

validation, and test. 

vi. Classification Model: 

• XGB Classifier: Machine learning is the practice of creating software that can learn 

without being taught. It's a branch of artificial intelligence that uses mathematical and 

statistical methods to design and build computer programs. Neural networks are one 

sort of data categorization system that form the basis of many machine learning 

algorithms. In the field of machine learning, this XGB neural network classification is 

the gold standard. It was meant to identify spoken words in audio recordings. The 

XGB classifier uses a two-step process to identify speech: training and recognition. 

Training involves feeding the audio source to the classifier and giving it a set of target 

words to create a model. The model is then used to identify unknown words in the 

audio recordings. After training, the classifier can be used for speech recognition- it 

identifies words with high accuracy and precision in noisy environments. XGB is used 

for automated speech recognition in many applications such as dictation services and 

voice-enabled vehicles. Some gaming platforms have also adopted it for automated 

text-to-speech functions. The XGB speech recognition classifier is also used in 

medical applications for analyzing breath sounds, heartbeats and more. In addition, 
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military organizations use XGB for automatic speech translation; this allows human 

translators only for high-priority translations. 

• Random Forest: For both classification and regression, use the RF Classifier's tree-

based approach. In the context of machine learning, it is an algorithm for creating a 

tree-based hierarchy. It's an AI technique that constructs a hierarchy of "decision 

trees." As an ensemble technique, Random Forest Classifier generates numerous 

decision trees and then takes an average. The issue of overfitting is alleviated in this 

manner. Because it can be applied to any situation where there is a large amount of 

data, machine learning is now one of the most discussed subjects in business. RF 

Classifier is an extremely well-liked ML method., which has a lot of advantages over  

other algorithms.  

 
Figure 3.4.3 Random Forest work flow 

Figure 3.4.3 is a visual representation of “random forest” algorithm. Figure 3.4.2 was taken 

from “simplilearn.com”. As we know random forest is a supervised machine learning 

algorithm. It selects random data from sample from train dataset. For every training data it 

creates a new decision tree. It is determined by voting after averaging the decision trees. Most 

voted prediction is selected as the final result. 

The algorithm was first published in 1997 and was created to process large datasets. 

It can be applied to any problem that involves classification as long as there are some 

training data sets with labels for each possible category, and each set has at least 2 

samples. Random Forest Classifier belongs to supervised classifiers because it needs 
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training data sets given by a supervisor. Once there are enough datasets, this algorithm 

makes predictions based on them through succeeding stages: selection, splitting and 

out-of-bag estimation. 

 

• Logistic Regression: Logistic regression is a sort of classification method. It makes a 

decision between two outcomes based on a variety of parameters taken separately. So, 

in that case, what does this imply? One definition of a binary result is one in which 

there are only two distinct outcomes that might take place: It's either going to happen 

(1), or it won't happen at all (0). To put it simply, independent variables are anything 

other the dependent variable that may affect the outcome of a study on the final 

result (or dependent variable). Therefore, if you are working with binary data, the 

appropriate method of analysis is called a logistic regression. When the outcome or 

determining factor is of a binary or categorical type, you are dealing with binary data; 

to put it another way, you will know you are dealing with binary data if it falls into 

one of two categories. 

 

Figure 3.4.4 Logistic Regression example 

The figure 3.4.4 is Logistic regression which is a supervised learning algorithm used for 

classification tasks. It works by using a logistic function to model the probability of an event 

occurring. The logistic function is defined as: f(x) = 1 / (1 + e^(-x)) where x is the input to the 
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function. The output of the function is always between 0 and 1, which makes it suitable for 

modeling binary outcomes (e.g., 0 or 1, yes or no, true or false). To train a logistic regression 

model, you need to provide a training dataset that includes input features and a binary label 

indicating the class of each example. The model will learn the relationship between the input 

features and the output label by adjusting the parameters of the logistic function. During the 

training process, the model will make predictions on the training examples and compare them 

to the true labels. It will then use an optimization algorithm to adjust the parameters of the 

logistic function to minimize the error between the predicted and true labels. Once the model 

is trained, you can use it to make predictions on new examples by inputting the features into 

the trained logistic function and using the output to predict the probability of the example 

belonging to each class. You can then choose a threshold (e.g., 0.5) to decide whether the 

example should be classified as one class or the other. 

 

• SVC: By definition, SVC is a known as nonparametric clustering method that does not 

presuppose anything about the data's underlying structure, including the number of 

clusters or their relative sizes. Our prior research has shown that it performs best with 

low-dimensional data; so, a preprocessing step, such as performing the principal 

component analysis is usually necessary if somehow the dimensionality of your data is 

large. The original approach has been improved in a few different ways, and these 

improvements provide specialized algorithms for computing the clusters by only 

computing a fraction of the edges in the adjacency matrix. Several of these modifications 

have been proposed. 

 

• AdaBoost: With AdaBoost, you can boost the efficiency of your existing machine 

learning technique. When employed with less capable students, it is most effective. These 

are models that perform just slightly better than random chance when applied to a 

classification challenge. One-level decision trees are by far the most popular type of 

algorithm used in conjunction with AdaBoost since they are the most suitable. In an 

attempt to build a robust classifier, "boosting" combines the outputs of many weaker 

classifiers. To do this, a model is constructed by chaining together several simpler 

models. First, by feeding in the training data, a model can be built. 
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Figure 3.4.5 AdaBoost workflow 

Figure 3.4.5 shows AdaBoost (short for Adaptive Boosting) is an ensemble learning 

algorithm that can be used for classification or regression. It works by combining multiple 

"weak" learners to form a strong learner. A weak learner is a model that performs better than 

chance, but not significantly better. 

The basic workflow of AdaBoost is as follows: 

1. Select a base learning algorithm (e.g., decision tree). 

2. Train the base learner on the training data and make predictions. 

3. Calculate the error rate of the predictions. 

4. Increase the weight of the misclassified examples so that the base learner pays more 

attention to them on the next iteration. 

5. Train the base learner again using the updated weights. 

6. Repeat steps 2-5 for a fixed number of iterations or until the error rate reaches a certain 

threshold. 

7. Combine the weak learners into a single strong learner by weighting each learner 

according to its error rate. 

During the training process, AdaBoost pays more attention to examples that are misclassified 

by the previous weak learners. This helps the algorithm to focus on the hard examples and 

improve the overall accuracy of the model. 
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Once the model is trained, you can use it to make predictions on new examples by inputting 

them into the strong learner and combining the predictions of the weak learners according to 

their weights. 

 

Then, a secondary model is built to try to fix the problems with the first one. This process 

is repeated, and further models are added, until either the entirety of the training data set 

is accurately predicted or the maximum number of models has been added. AdaBoost 

was the name of the very first boosting algorithm that was developed with the objective 

of binary classification in mind particularly, and it proved to be rather effective. The 

phrase "Adaptive Boosting," which is shortened as "AdaBoost," refers to an incredibly 

common type of the "boosting" methodology. This method combines a large number of 

"weak classifiers" into a unique "classification algorithm." 

 

• TF-IDF: The Inverse Frequency Document, or IFFD frequency (also known as TF-IDF) 

is indeed a metric used in statistics to measure how important a word is in relation to a 

set of texts. Two measurements are multiplied together to get this result, the frequency 

with which a certain term occurs in a manuscript is the first., and the second is TI-DF of 

the phrase over a set of documents. It can be used for many different things, most notably 

in the field of computerized text analysis, and It's really useful for evaluating words in 

NLP-related machine learning algorithms. In order to search for documents and retrieve 

information, they created TF-IDF to do this. This is achieved by increasing inversely as 

the frequency with which a term occurs in the source manuscript, in the meanwhile 

diminishing inversely proportionate to the number of papers containing the word. hence, 

common phrases found in all texts, such as this, that, if and what, low scores despite their 

prevalence in the paper because they lack significance there. Contrarily, if the word 

"Bug" occurs multiple times in one paper but not for others, it's likely because the 

information contained inside is very important. For instance, if our goal is to determine 

the categories to which certain NPS answers belong, we may conclude that the word 
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"Bug" is most closely associated with the category "Reliability," given that the vast 

majority of replies that contain the word will be about that category. 

 

Figure 3.4.6 TF-IDF workflow 

In figure 3.4.6 it is Term frequency–inverse document frequency (TF-IDF) which is a 

numerical statistic that is used to reflect the importance of a word in a document or a collection 

of documents. It is commonly used in information retrieval and natural language processing 

tasks. 

TF-IDF (term frequency-inverse document frequency) is a mathematical term used to 

represent the importance of a word in a document. The TF-IDF algorithm is used to weigh a 

word's importance within a document, in relation to an entire corpus of documents. 

The algorithm calculates two values for each word in a document: 

1. Term Frequency (TF): This is the number of times a word appears in a document, 

normalized by the total number of words in the document. It is calculated as TF = 

(number of occurrences of a word in a document) / (total number of words in the 

document) 

2. Inverse Document Frequency (IDF): This is a measure of how rare a word is across all 

the documents in the corpus. It is calculated as IDF = log ((total number of documents in 

corpus) / (number of documents containing the word)). 
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The final TF-IDF score for a word in a document is the product of its TF and IDF values. This 

results in words that are common across all documents in the corpus receiving a lower score, 

and words that are specific to a particular document receiving a higher score. 

The basic workflow of calculating TF-IDF is as follows: 

1. Tokenize the documents into individual words (also called "tokens"). 

2. Calculate the term frequency (TF) of each token in each document. Term frequency is 

the number of times a token appears in a document, normalized by the total number 

of tokens in the document. 

3. Calculate the inverse document frequency (IDF) of each token. Inverse document 

frequency is a measure of how rare a token is across all documents in the collection. 

It is calculated as the logarithm of the total number of documents in the collection 

divided by the number of documents that contain the token. 

4. Calculate the TF-IDF score of each token in each document by multiplying the term 

frequency and inverse document frequency of the token. 

The resulting TF-IDF scores can be used to identify the most important tokens in each 

document or to compare the importance of tokens across different documents. For example, 

a token that occurs frequently in a single document but rarely in the collection as a whole will 

have a high TF-IDF score, indicating that it is important to that document. 

 

• BOW: Natural Language Processing makes use of a text modeling technique called bag of 

words (NLP). We may refer to it as a method of feature extraction using text data if we 

speak in words that are more technical. Using this approach, feature extraction from papers 

may well be carried out in a manner which is both easy and flexible. The term "bag of 

words" refers to a visualization of texts that shows how often certain terms appear inside a 

given document. [Case in point:] We only count the number of words and pay no attention 

to the specifics of the grammar or the sequence of the words. The term "bag" is used to 

refer to a collection of words since no information about the structure or order of the 

contents of the text is retained. The model cares mostly about the presence or absence of 

certain phrases in the text, it ignores the order within which the words occur in the text. In 

that case, why resort to such a grab bag of words? Exactly what is wrong with a piece of 

writing that is simple and easy to comprehend? Due to the fact that machine learning 

algorithms work best when presented with structured, fixed-length inputs that are well-
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defined, and the Bag-of-Words technique, which allows us to convert texts of varying 

lengths into a vector of constant size, the messiness and lack of structure that characterizes 

text is one of the most significant challenges faced when working with it. In addition, ML 

models focus on numeric data, as it can be broken down into finer details than textual data. 

To be more precise, we use the bag-of-words, or BOW, method to transform a phrase into 

a vector of integers. 

 

Figure 3.4.7 Bag of Words workflow  

In Figure 3.4.7 the bag of words model is a simple representation of text data used in natural 

language processing tasks. It represents a text document as a bag (unordered collection) of 

words, ignoring grammar and the order of the words. 

The bag of words (BOW) algorithm is a method used to represent text data in a numerical 

format that can be used as input for machine learning algorithms. The workflow of the BOW 

algorithm includes the following steps: 

1. Tokenization: The first step is to split the text data into individual words or tokens. 

This process is known as tokenization and typically involves removing punctuation 

and special characters, and converting the text to lowercase.  

2. Removing stop words: The next step is to remove stop words, which are common 

words that do not contain any useful information, such as "a", "an", "the", "is", etc. 
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These words are removed to reduce the dimensionality of the data and to focus on the 

more meaningful words. 

3. Stemming or Lemmatization: The next step is to reduce the words to their base form. 

This can be done by stemming which is the process of reducing words to their root 

form. Or by Lemmatization which is the process of reducing words to their base form 

by considering the context and the part of speech. 

4. Creating a vocabulary: The next step is to create a vocabulary of all the unique words 

that appear in the text. This vocabulary will be used to create a numerical 

representation of the text data. 

5. Vectorization: Once the vocabulary is created, the next step is to convert each 

document into a numerical vector representation. This is done by counting the number 

of occurrences of each word in the vocabulary for each document and creating a vector 

with the resulting counts. This vector will be used as input for the machine learning 

algorithm. 

6. Weighting: To assign a weight to each word in the vector, the words can be weighted 

using a technique like TF-IDF (term frequency-inverse document frequency), which 

assigns a weight to each word based on its importance to the document. 

7. Dimensionality reduction: Once the vectors are created, it may be necessary to 

reduce the dimensionality of the data. This can be done using techniques such as 

principal component analysis (PCA) or singular value decomposition (SVD). 

The resulting feature vectors can be used as input to machine learning algorithms for tasks 

such as classification or clustering. The bag of words model is simple but effective, and it has 

been widely used in natural language processing tasks. 

 

3.5 Implementation: 

For implementation we have divided our work in main five part. These parts are steps we need 

for our project to be successful  

• Data Collection 

• Data pre process 

• Data process 

• Algorithm implementation 

• Result discussion 
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For data collection we used free tools for data scraping but, in the end, we used Face pager 

tool. Then we started to work on the data preprocess. Here we removed all the unnecessary 

part of our data like removing stop words, removing the links, removing unnecessary symbols 

and etc.  We extracted the frequency of stop words when the tokenization was done. 

We started our algorithm implementation where we had to work on our code for the desired 

algorithm. We used total seven algorithm and looked for the accuracy.  

 

 

Figure 3.5.1 Data training method 

As shown in the Figure 3.5.1 it shows the method how the Bag of Words algorithm works. 

This is how BOW takes a sentence and splits it as individual words. After that it is assigned 

as a token. After this the algorithm does stemming, lemmatization, create vocabulary, 

weighting and dimensionality reduction. 

When we were done with the algorithm, we looked at the accuracy. Comparing the accuracy, 

we saw which will be better for our work. But there are other parts which we wanted to work 

on like implementation of NLP. For this reason, we have picked algorithm like TF-IDF and 

BOW which we used for our detection of machine learning. 
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CHAPTER 4 

EXPERIMENTAL RESULT AND DISCUSSION 

4.1 Introduction 

In order to predict conceivable consequences, we have experimented with a broad range of 

information sources and algorithms. Our experimental outcomes are presented and discussed 

throughout this chapter. Detailed experiment result is discussed on chapter 4.2, descriptive 

analysis is covered in chapter 4.3 and in the end total summery of the hole experiment is talked 

in the 4.4 chapter. 

4.2 Experimental Result 

Challenges while implementing different algorithm for depression detection was normal. We 

used different methods for the process for this reason. We tried different methods and studied 

different methods for the best method for the experiment. We tried different ways to improve 

our work and its outcome 

We used available python libraries, content categorizing techniques and dictionary. While 

doing so we found out link between dialect usage and discouragement. There were more 

frequent terms in the depressing posts. As our previous findings we saw that self-explanation, 

indignation, hostile mood, unease and self-destructive talks, thoughts or expressions were 

common as a dialect indication of melancholy. 

We used two different datasets where one of the datasets was collected from the internet 

another one, we collected ourself.  

4.3 Descriptive Analysis 

Depending on our classification algorithms that we used we got different outcomes. We used 

XGB Classifier, Random Forest Classifier, Logistic Regression, SVC, Ada Boost Classifier 

and We Applied It To: Instances per Term Counterfactual Document Frequency and BOW 

from NLP. For the purpose of making things easy for our algorithm we labeled our own data. 

Every algorithm worked on the same dataset which consisted of both the pre available data 

and our own dataset that we have acquired form the internet. After we were done with the 

dataset process, we used python and its prebuilt libraries to check accuracy of the algorithms  
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Table 4.3.1 Algorithm accuracy  

Classifier Accuracy 

XGB Classifier 94.12 % 

Random Forest Classifier 93.55 % 

Logistic Regression 94.40 % 

SVC 93.98 % 

Ada Boost Classifier 94.00 % 

TF-IDF 83.79 % 

BOW 87.22 % 

Naive Bayes  90.00 % 

 

 

In Table 4.3.1 we have shown our algorithms accuracy. As shown, there are algorithms from 

machine learning also from natural language process. This algorithm shows that only two 

NLP algorithm have lowest accuracy where they are less than 90%. But normal most of the 

machine learning algorithm are more than 90%. Also, all the NLP are the lowest among all 

the algorithm. Even though only two of them are here. 

This part shows the performance of different classifiers. For this whole process CoLab and 

Jupyter was used which are open-source software. Total of seven classifiers were used which 

are XGB Classifier, Random Forest Classifier, Logistic Regression, SVC, Ada Boost 

Classifier, TF-IDF and BOW. 
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4.4 Summery: 

Data is one of the most important aspect of one experiment. Same type of experiment can 

have very different results depending on the data provided. As we used mixture of two dataset, 

we were sure there would be difference between results that others have acquired using one 

of our experiments datasets which was available online before. Because we used more data it 

is possible to have better or worse accuracy. Our goal for this research from the start is to 

detect depression from the data we gathered from social media. 

We achieved our goal by working with different methods of ML. There is total 7 algorithm 

we have used for this total work. There is different thing we had to look for a while before 

starting our work. When we choose our algorithm, we did start our work on it. Then we got 

the accuracy of all these algorithms. As mentioned, before we have labeled our data on our 

own. We say frequency of word use in same class of data.  

We have also found out there if there was slight error on the data the algorithm won’t be able 

to give proper prediction. It will give false positive or false negative depending on the data 

pattern. The problems like missing a letter or miss placing a sentence than usual. Our most 

accuracy was in Logistic Regression where we got 94.4% of accuracy. 
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CHAPTER 5 

IMPACT ON SOCIETY, ENVIRONMENT AND SUSTAINABILITY 

5.1 Impact on Society: 

The use of machine learning techniques for detecting human depression using social media 

data, as it has the potential to have a significant impact on society. Here are a few potential 

ways in which these techniques could impact society: 

 

1. Improved mental health: One of the most significant potential impacts of machine 

learning techniques for detecting depression is the improvement of mental health 

outcomes for individuals who are identified as being at risk for depression. By 

catching the condition early, it may be possible to intervene and provide support and 

resources that could help to prevent the condition from worsening. This could 

ultimately lead to better outcomes for those affected and a reduction in the overall 

burden of depression on society. 

 

2. Reduced stigma: The use of machine learning techniques for detecting depression 

could also help to reduce the stigma associated with mental health conditions. By 

providing a more objective and unbiased way of identifying individuals who may be 

struggling with mental health issues, machine learning techniques could help to reduce 

the perception that mental health conditions are something to be ashamed of or hidden. 

This could encourage more people to seek help and support, which could ultimately 

lead to better outcomes for those affected. 

 

3. Economic benefits: The use of machine learning techniques for detecting depression 

could also have economic benefits for society. For example, it could help to reduce 

the overall burden of depression on the healthcare system, as early intervention could 

prevent the condition from becoming more severe and requiring more intensive and 

costly treatment. It could also lead to improved productivity and economic outcomes, 
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as individuals who are experiencing depression may be less able to work or contribute 

to society. 

 

4. Social benefits: In addition to the potential economic benefits, the use of machine 

learning techniques for detecting depression could also have social benefits for 

society. For example, it could help to improve relationships and social connections, as 

individuals who are experiencing depression may be more isolated and have fewer 

social connections. By identifying and addressing depression, it may be possible to 

improve social connections and support networks, which could have a positive impact 

on the overall well-being of individuals and society. 

 

Overall, the use of machine learning techniques for detecting human depression using 

social media data has the potential to have a significant impact on society. By improving 

mental health outcomes, reducing stigma, and providing economic and social benefits, 

these techniques could have a positive impact on the well-being and quality of life of those 

affected and on society as a whole. 

 

 

5.2  Impact on Environment: 

The use of machine learning techniques for detecting human depression using social media 

data is not likely to have a direct impact on the environment. However, it is possible that the 

development and use of these techniques could have indirect environmental impacts through 

their impact on resource consumption and emissions. Here are a few potential ways in which 

the use of these techniques could impact the environment: 

 

1. Energy consumption: The development and use of machine learning techniques can 

be resource-intensive, particularly if they require a lot of computational power. This 

could result in increased energy consumption, which could have environmental 

impacts through the production of greenhouse gas emissions. To minimize these 
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impacts, it is important to consider the energy efficiency of the algorithms and 

hardware being used, and to take steps to minimize energy consumption where 

possible. 

 

2. Data storage: Machine learning algorithms require large amounts of data in order to 

be trained and tested. This data needs to be stored, which can also have an impact on 

the environment through the use of resources such as energy and materials. To 

minimize these impacts, it is important to consider the environmental impacts of data 

storage and to take steps to minimize resource consumption where possible. 

 

3. Transportation: If the machine learning techniques are being used in a distributed 

manner, with data and algorithms being accessed from multiple locations around the 

world, it is possible that the use of these techniques could result in increased 

transportation emissions. To minimize these impacts, it is important to consider the 

environmental impacts of transportation and to take steps to minimize emissions 

where possible. 

 

Overall, the use of machine learning techniques for detecting human depression using social 

media data is not likely to have a direct impact on the environment. However, it is important 

to consider the potential indirect environmental impacts of the development and use of these 

techniques, and to take steps to minimize these impacts where possible. This could include 

reducing resource consumption and emissions through energy-efficient algorithms and 

hardware, minimizing resource consumption in data storage, and minimizing transportation 

emissions where possible. 
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5.3 Ethical Aspects: 

The use of machine learning techniques for detecting human depression using social media 

data raises a number of ethical concerns. Here are a few of the key ethical aspects to consider: 

 

1. Privacy: One major ethical concern is the issue of privacy. Social media data is 

personal and sensitive, and it is important to ensure that it is handled responsibly and 

in accordance with relevant laws and regulations. This includes protecting the data 

from unauthorized access or misuse, and obtaining appropriate consent from 

individuals before using their data. It is also important to consider the potential impacts 

on an individual's privacy if they are identified as being at risk for depression based 

on their social media data. 

 

2. Accuracy: Another important ethical consideration is the accuracy of the machine 

learning algorithms being used to detect depression. If the algorithms are not 

accurately identifying individuals who are at risk for depression, it could have serious 

consequences, including wrongly labeling individuals as being at risk and potentially 

causing them unnecessary distress. On the other hand, if the algorithms are too 

conservative and do not identify enough individuals as being at risk, it could result in 

missed opportunities for early intervention and support. It is important to ensure that 

the algorithms are thoroughly tested and validated to ensure their accuracy. 

 

3. Bias: Another ethical concern is the potential for bias in the machine learning 

algorithms. For example, if the algorithms are trained on data that is not representative 

of the population, it could result in biased predictions. It is important to ensure that the 

data used to train the algorithms is diverse and representative of the population, in 

order to reduce the potential for bias. 

 

4. Access: Another ethical issue to consider is access to the machine learning techniques 

for detecting depression. If the techniques are only available to certain groups or 
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individuals, it could result in inequities in the ability to identify and address 

depression. It is important to ensure that the techniques are widely available and 

accessible to all who may benefit from them. 

 

5. Responsibility: Finally, there is the question of who is responsible for the decisions 

made based on the output of the machine learning algorithms. It is important to 

consider who is responsible for ensuring that the algorithms are being used ethically 

and appropriately, and for ensuring that individuals who are identified as being at risk 

for depression are connected with the appropriate resources and support. 

 

Overall, the use of machine learning techniques for detecting human depression using social 

media data raises a number of ethical concerns that must be carefully considered and 

addressed. It is important to ensure that the techniques are developed and used in an ethical 

and responsible manner, in order to maximize their potential benefits while minimizing any 

negative impacts. 

 

5.4 Sustainability Plan: 

 

A sustainability plan for the use of machine learning techniques for detecting human 

depression using social media data should consider a number of factors in order to ensure that 

the use of these techniques is sustainable over the long term. Here are a few key elements that 

should be included in a sustainability plan: 

 

1. Data privacy and security: Ensuring the privacy and security of social media data is 

critical to the sustainability of the machine learning techniques for detecting 

depression. This includes implementing appropriate safeguards to protect the data 

from unauthorized access or misuse, and obtaining appropriate consent from 

individuals before using their data. It is also important to consider the potential impacts 

on an individual's privacy if they are identified as being at risk for depression based 

on their social media data. 
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2. Accuracy and reliability: Ensuring the accuracy and reliability of the machine 

learning algorithms is also essential for the sustainability of the techniques. This 

includes thoroughly testing and validating the algorithms to ensure their accuracy, and 

regularly reviewing and updating the algorithms as needed. 

 

 

3. Bias: Reducing the potential for bias in the machine learning algorithms is also 

important for the sustainability of the techniques. This includes ensuring that the data 

used to train the algorithms is diverse and representative of the population, and 

regularly reviewing and adjusting the algorithms as needed to reduce the potential for 

bias. 

 

4. Access: Ensuring that the machine learning techniques are widely available and 

accessible to all who may benefit from them is also important for their sustainability. 

This could include developing strategies to make the techniques more affordable or 

accessible in areas with limited resources, or partnering with organizations or 

individuals who can help to distribute the techniques more widely. 

 

 

5. Responsibility: Clearly defining the roles and responsibilities of those involved in the 

development and use of the machine learning techniques is also critical for their 

sustainability. This could include establishing clear guidelines for the ethical use of 

the techniques, as well as defining the roles and responsibilities of those who are 

responsible for ensuring that the techniques are being used ethically and appropriately. 

 

Overall, a sustainability plan for the use of machine learning techniques for detecting human 

depression using social media data should consider a range of factors in order to ensure that 

the use of these techniques is sustainable over the long term. By addressing issues such as 

data privacy, accuracy and reliability, bias, access, and responsibility, it is possible to ensure 

that the techniques are developed and used in a responsible and ethical manner that maximizes 

their potential benefits while minimizing any negative impacts. 
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CHAPTER 6 

SUMMERY, CONCLUSION, RECOMMENDATION, AND IMPLECATION FOR 

FUTURE RESEARCH 

6.1 Summery of the Study: 

This study has given us many insights in this topic. Still mental health is a sensitive topic in 

this time. This is the reason it is not so wide spread well aware news or information. That is 

the reason we used ML to recognize the hidden information in the data. These patterns are 

what ML uses to do predictions.  

Already we have mentioned that while doing our study we have used data from Twitter and 

the reason behind this is we needed a social media where people are comfortable or frequently 

share their emotion. Twitter met our expectation. This data helped our algorithms to train and 

learn sentence pattern and which was used for depression detection. There are few problems 

which were addressed before in the beginning. 

We were able to achieve our goal which we were working for. Different algorithm gave us 

different kind of outcome. We discussed about it in details in next part. 

 

6.2 Conclusion: 

Our research result and used methods are great according to our work. After concluding this 

study, we think and hope it will enhance the study of this field. This study will give us many 

ways for expanding our work. We have found out few errors during our work. We saw new 

ways which this study might be possible to expand further. It will allow us to fix the errors or 

other problems that we faced during our work on this project. We are also thinking of ways 

to combining algorithms and making more efficient ways to fix our problems of this study in 

the future. This study will allow to add more knowledge about our field of study. We hope 

that it will add more to progress of human mental health development and add new ways to 

help technology that helps human mental health. We have used both practical and 

psychological information for better result of our study. We hope to propose a new system for 

depression detection depending on this study. 
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6.3 Possible impacts: 

We believe that there are different effects of our work in different places. For this reason, we 

made sure our work was properly done. We wanted to make sure our work be genuine. That 

is why we used our own kind of dataset. Our work can be used in different fields like 

physiological field or computer science field. It would be a good asset for the society because 

it can help to control depression among the general society. It also can make our life easy and 

save lives. It can both help regular people understanding the situation if this work meets its’s 

future work plan. Also, it can help spread out information about the hidden dangers of 

depression. 

 

6.4 Implication of further study: 

There are many possibilities for further study in this field also in our own work. We found 

out different ways to make our work better. As we mentioned we have also found out some 

errors and these errors are way for making our study better. As we said before we have got 

false negatives during our predictions. It was not supposed to happened. It possibly can create 

fatal error if we face this in real life implementation. We have plans for fixing false negatives. 

That means training our algorithm where it can work with small errors like words missing 

letters or misspelling.  

We also other goals in our mind. We would like to make our prediction is better. That way 

we can use algorithm to work with an application where people can use our work to predict 

their input sentences type. We also would like to make prediction from social media data 

where we can predict what kind of depression one person is suffering. 

We think we can use this kind of work to suggest people about their situation and what they 

can do to get better. We might also be able to help people without sharing their data to the 

public. 
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