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ABSTRACT 

 
Bangla language got familiar many years ago in the world and Many online Bangla news 

portals are growing day by day. We can get news within a few seconds with their help of them. 

Some media are telecasting news by live stream and some are publishing news through online 

news portals. With their help of them, much news is being published day by day. We are 

familiar with many new things by seeing/reading the news. This news is not separated by its 

specific categories the problem arrives because every people don’t like every category. For 

this reason, they feel disturbed to read the news but very few researchers are working in 

Bangla news and at this time data gap is increasing very rapidly. In this paper, we try to solve 

this problem by Machine learning. we collect data by the web crawler. Our dataset has 

408470 rows and collects data 120 thousand. We use label mapping for category labeling and 

to get sequence we use a tokenizer, for data preprocessing we use a slicer to get the same 

sample in every category. We use flatten, embedding, and dense, and we use ‘adam’ 

optimizer, for loss function ‘sparse categorical cross entropy’, for visualizations we use a 

heatmap, and confusion matrix, for classification we use some classifiers like SVM, KNN, 

decision tree, random forest, naive bayes, GradientBoostingClassifier. After using the 

decision tree, and random forest we get a training accuracy is 98.08%. 
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1.1 Introduction 

CHAPTER 1 

Introduction 

The Internet makes our life more comfortable. We can get news from one country to another 

country within a few moments. At this time Bangla language is rapidly spreading in many 

countries. Many news channels are working to publish the Bangla language like BBC, 

Prothom Alo, Jugantor, Ittefaq, etc. Much data are gathered in our Bangla treasury but very 

few researchers work in the Bangla language[7]. In our research project, our main goal is to 

collect many Bangla news data and implement it for those who are feeling bored reading 

newspapers Because in our newspaper many categories of news are found on one page. Every 

man doesn’t like every category of news, so All news are being categorized by the given 

headline[28] in this time if a man wants to read a specific category of news then it is possible 

and many people are interested to read Bangla newspapers. Python has a library that is 

Scrapy, by using Scrapy we select the Prothom Alo newspaper URL and our requested 

column data is (Author, published data, title, category, and content). To start crawling we select 

a date that is 2013 to 2021 in JSON format.After stopping crawling we converted it JSON to 

CSV by python library that is JSON, CSV. Because our dataset is very big that is not possible 

to handle our computer. Our dataset has 10,14000 rows. After that, we find the unique 

category, in our dataset has 9 categories and label mapping by 0,1,2,3. . . that is specific for all 

categories. we use a tokenizer to get the sequence in the text. In preprocessing we use Slicer in 

a category and every category data sample is 5000 and reduces dimension from many to 

single dimension. For modeling, we use Embedding, Flatten, Dense. For training, we use the 

Adam optimizer and the loss function is calculated by sparse categorical cross-entropy. In 

visualization, we use a Confusion matrix and heat map. For classification, we use some 

classifiers like(Random forest, decision tree, SVM, KNN, and Gradient Boosting). At this 

time Random forest and decision tree give the best accuracy which is 98.08. Our system can 

accurately predict the news headline.  

 

 
 

 

 

 



©Daffodil International University 3  

Table 1.1.1 : Our sample Dataset . 

 

author category published_date tag title content 

গাজীপুর 

প্রতিতিতি 

bangladesh ০৪ জলুাই 

২০১৩, ২৩:২৬ 

গাজীপুর কাতলযাককরর 

টিতিি খেরয 

৫০০ শ্রতিক 

অসুস্থ, 

তিরষাভ 

গাজীপুররর কাতলযাককর 

উপরজলার খিতলরচালা 

এলাকায আজ িৃহস্পতিিার 

রারির টিতিি খেরয একটি 

খপাশাক কারোিার ৫০০ 

শ্রতিক অসুস্থ হরয পর়েরেি। 

এ ঘিিায তিরষাভ করররেি 

ওই কারোিার 

অিলাইি 

খেস্ক 

sports ০৪ জলুাই 

২০১৩, ২৩:০৯ 

খিতিস খসতিিাইিাল 

িািাও 

খপতররয 

খগরলি 

তলতসতক 

এিাররর উইম্বলেিিা স্মরণীয 

করর রাোর তিশরিই খেি 

খিরিরেি সাতিিা তলতসতক। 

চিুর্ থ রাউরের ল়োইরয 

খসররিা উইতলযািসরক 

হাতররয শুরু কররতেরলি 

স্বপ্নোত্রা। খকাযািথার িাইিারল 

কাইযা কারিতপরক হারারি 

েুি একিা খিগ খপরি হযতি। 

িরি খসতিিাইিারল কটিি 

প্রতিপরষর িুরেই প়েরি 

হরযতেল তলতসতকরক।  

অিলাইি 

খেস্ক 

technology ০৪ জলুাই 

২০১৩, ২১:৩৭ 

গরিষণা পাসওযােথ 

ভুরল োি! 

সহজ পাসওযারেথর কাররণ 

অিলাইি অযাকাউন্ট 

সহরজই হযাক হরয খেরি 

পারর। জটিল পাসওযােথ িরি 

রাো কষ্টকর। িরি জটিল 

পাসওযােথ িরি রাোর করষ্টর 

তিি হযরিা িুরাল। পাসওযােথ 

সহরজ িরি রাোর ঝারিলা 

খর্রক িুক্তি তিরি তিকল্প 

অরিক উপায তিরয কাজ 

কররেি গরিষরকরা।   

অিলাইি 

খেস্ক 

entertainment ০৪ জলুাই 

২০১৩, ২১:০৫ 

হতলউে পুিতি থলরির 

আশায 

খকটিরক 

ক্রুরজর তচটি 

তিরেরির এক িের পরও 

খকটি খহািসরক ভুলরি 

পাররেি িা ‘তিশি 

ইিপতসিল’ িারকা িি 

ক্রুজ। আর িাই খিা সম্প্রতি 

তিতি সারিক স্ত্রীরক 

আরিগঘি এক তচটি 

তলরেরেি পুিতি থলরির 

আশািাি িযি করর 
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1.2 Motivation 

Social media news is not separated by its specific categories as a result problem has arrived 

because people don’t like every category. For this reason, they are feeling disturbed to read 

news. We will try accurate preprocessing, try to improve accuracy, and add more categories. 

Many works have already been done on this related topic but they only work on Machine 

learning and their data amount is very low. In our research, we have collected a huge dataset 

that is of large volume. Our collected data amount is around 4 lakhs, on the other hand, ours 

have many categories like(author, content, details, tag, title, news time, etc). Maximum 

researchers work only on English news article categorization but we are trying to do Bangla 

news article categorization. I hope from this work of ours there will be a great amount of work 

for Bangla news. Besides, I hope we will get a good outcome from our research. 

1.3 Rationale of the Study 

In our research paper, we will use some basic Python libraries for data collection and data 

processing. As all our data will be collected from the ‘Prothom Alo’ Bangla newspaper. That 

would be very difficult for us to collect manually, so we will use Python’s Scrapy library. To 

use this library a researcher needs to learn the full process of the web crawler. They also need 

to learn Deep learning's tokenizer. For data handling, we will need to use JSON format data 

and as that amount is very high, it is impossible to handle in any other way. So a researcher 

must know how to handle huge data. A researcher must also learn some Deep learning 

features like as dense, flatten, embedding, etc. 

1.4 Research Questions 

➢ Which are the challenges faced by Bangla newspaper article categorization 

applications? 

➢ How does Bangla newspaper article categorization Impacts on our everyday life? 

➢ Which approach is better for Bangla newspaper article categorization? 

➢ How Can we apply machine learning and deep learning models? 
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1.5 Expected Output 

In this paper, we will try to work on Bangla and social media news categorization using Deep 

learning. We will categorize all news by its headline and get which category of news it will 

be. Our target will be to collect more data and process them and get accurate results by 

applying specific models. 

1.6 Project Management and Finance 

In our paper, we have two authors and our supervisor and co-supervisor to help us. In this 

paper, the first author has contributed to the coding implementation and paper writing and the 

second author’s contribution is to writing the paper and formatting. During the whole time, 

our supervisor helped us and always gave us direction. We didn’t get any financial help from 

any organization. 

1.7 Report Layout 

In our report, there are a total of six chapters where we have discussed and explained all our 

work in as organized a way as possible. Below, we are giving a very short overview for 

understanding it better. 

Chapter 1  

We have covered all our introduction, motivation of work, our objectives, and research 

related questions in this chapter. We have discussed the theory and work-related information 

before and after our research. 

Chapter 2  

In this section, we have discussed related work for Bangla and English QA systems. Also, we 

covered the research summary and scope of our research problem. At the end of this chapter, 

we covered challenges we have faced during this research. 

Chapter 3 

 In this chapter, we explained the methodology of our work. Also covered the required 

technologies and equipment we have used. We have shown some sample data and the source 
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for English and Bangla QA both. Lastly, we covered data pre-processing, statistical analysis, 

model description, and representation of the Taxonomy of our model. 

Chapter 4  

We have discussed results and shown the comparison between Bangla and English data 

graphs. We have shown real-life prediction accuracy using tables for both of the languages we 

have worked on. 

Chapter 5  

We covered chapter five by the impact on society, ethical aspects, and sustainability plan to 

understand the importance of our research work. 

Chapter 6 

 Finally, we covered and discussed future work. We have explained the summary of the study, 

recommendation, conclusion, and implication for further study. 
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2.1 Terminologies 

CHAPTER 2 

Background 

Research background can have some terminology such as Abstract, Data, Variable, Concept, 

Sample, Assumption, Population, Hypothesis, Construct, etc. All of the topics must be 

covered in successful research. 

2.2 Related Work 

Our research topic is “News categorization by Natural language processing”. We have read 

approximately 34 research papers from google scholar and Researchgate. Maximum research 

papers are published in IEEE conferences. We want to make a system that will filter or 

categorize from any context or headline[10]. Because most people don’t need to read all types 

of categories, as every person has their interests. There are many document categorization 

systems developed for English language processing but there is no usable system developed 

for Bangla texts[2]. They have used spec2 vector, word embedding, for classification word 

embedding[6], SGD, and multiclass SVM and they have collected data from the web, blogs 

newspapers, and online books. Their research document has around 14k+ data. And their 

testing accuracy is 93%[3]. Their future work is to gather more classes and add more 

documents for the best accuracy[4]. University of Dhaka CSE department published an article 

where they had collected a dataset of around 3,76,226 data. They have used tokenizer and 

word 2 vec. And their accuracy is around 95%. In the future, they are trying to work on NLP-

related problems and want to use CNN and LSTM[1]. Besides, they are also considering 

improving the prediction model. Another team also wants to reduce the Bangla data gap but in 

that research, they will use CNN[16] available in Sci_kit learn, count vectorization and at the 

same time they will use N_gram for text slicing. Some similar articles have been published. 

Their main goal is that since most people dislike seeing all types of news from the newspaper 

or social media[26] so they want to make a system that can easily identify the user preference. 

A team from Daffodil International university has already done on Bangla newspaper. They 

have used N-gram for text categorization. Maximum researchers use naive Bayes, SVM, 
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Decision tree, and Random Forest[8]. In the future, they will collect more data to get better 

accuracy. We have collected another language’s research paper which is Urdu news 

classification[20] using machine learning but we don't have any wish to do another research 

on other languages like Chinese or Japanese[9]. A research team at BUET university wants to 

make a tool where everybody can give context or headline and it will also predict a class. A 

research team of Stony Brock university USA has worked with word embedding[24]. They 

want to make a cluster that also uses another platform like document classification[18], 

sentiment analysis, parts-of-speech tagging, named entity recognition and machine translation, 

etc. They have also worked on a huge dataset of around 5,19,20,010 data. Their predicted 

feature is 6, for clustering they used a K-means cluster and its accuracy is 94%. In the future, 

they want to collect more data because if the data volume is huge, then the testing accuracy 

will increase. A research team of BRAC university they have worked on N-gram news 

classification only[13]. They have used Zipf’s Law[33]. They recommend that from their 

experiment they have seen that character-level trigram perform better than any other N-

grams[32]. At Chitkara University, Himachal Pradesh, India there also have been working on 

Neural networks[14]. Where they used stop word removal feature Selection(Boolean 

weighting, Class Frequency Thresholding, Term Frequency Inverse Class Frequency, 

Information Gain.)[34]. 

 
2.3 Comparative Analysis and Summary 

A team from Daffodil International university has already done on Bangla newspaper. They 

have used N-gram for text categorization[29]. Maximum researchers use naive Bayes[30], 

SVM, Decision tree, and Random Forest[5]. In the future, they will collect more data to get 

better accuracy. We have collected another language’s research paper which is Urdu news 

classification using machine learning but we don't have any wish to do another research on 

other languages like Chinese or Japanese. A research team at BUET university wants to make 

a tool where everybody can give context or headline and it will also predict a class. A research 

team of Stony Brock university USA has worked with word embedding. They want to make a 

cluster that also uses another platform like document classification, sentiment analysis, parts-

of-speech tagging, named entity recognition and machine translation, etc. They have also 

worked on a huge dataset of around 5,19,20,010 data. Their predicted feature is 6, for 
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clustering, they used a K-means cluster and its accuracy is 94%. In the future, they want to 

collect more data because if the data volume is huge, then the testing accuracy will increase. 

A research team of BRAC university they have worked on N-gram news classification 

only[11]. They have used Zipf’s Law. They recommend that from their experiment they have 

seen that character-level trigram perform better than any other N-grams. At Chitkara 

University, Himachal Pradesh, India there also have been working on Neural networks[18]. 

Where they used stop word removal feature Selection(Boolean weighting, Class Frequency 

Thresholding, Term Frequency Inverse Class Frequency, Information Gain.). 

2.4 Scope of the Problem 

There are many document categorization system developed for English language processing 

but there is no usable system developed for Bangla texts. The most common problem is to 

categorize the textual documents. Document classification has paramount importance on 

several applications like searching, filtering, and organizing the textual documents. That’s why 

we work with Bangla newspaper article categorization. 

 

2.5 Challenges 

In our research paper, our main challenge will be to collect data. As our data is Bangla News 

related we can’t do any kind of request to another organization or anywhere. We can collect 

data in two ways manually and we can also collect data by python library but not everyone 

can easily implement it. Implementing a web crawler is more challenging. Our data type is 

textual and textual data type preprocessing is very challenging. Data pre-processing is more 

difficult because as the dataset gets huge we can not use it in any local software like Jupyter 

notebook or Spyder or any platform. After all, it will show runtime errors or memory errors. 

As a result, the data reading part will be more challenging. As such applying a huge data 

model will be more challenging in our research and also produce good output. 



 

CHAPTER 3 

Research Methodology 

 

3.1 Research Subject and Instrumentation 

Our research topic is Bangla News Categorization. These news are not separated by their 

specific categories as a result problem arrives because each people doesn’t like every 

category. For this reason, they are feeling disturbed to read the news but very few researchers 

are working in Bangla news and at this time data gap is increasing very rapidly. In this paper, 

we will try to solve this problem by using Neural network[21]. For Data collection we need 

web crawler. For crawling data from Bengali online newspapers, we need the python “Scrapy” 

library. For data preprocessing we will use slicer. That’s why we have to use natural language 

processing. And we made a model by embedding, flatten, Dense. We will use 75 percent of 

the data for training and 25 percent for testing. To predict Bangla News Categorization in our 

research we use some Fig. 2. model classifiers like Support Vector Machine ( SVM), 

Decision Tree, Random Forest, KNN and Gradient boosting[15]. 

 

3.2 Data Collection Procedure/Dataset Utilized 

We have collected data by web crawler using Python’s “Scrapy” library. At this time we have 

collected minimum 12 lakhs data but we are using only 4 lakhs. In the future we will use all 

our collected data. Our dataset has 10 columns and in the category column we have 9 unique 

categories (bangladesh, economy, education, entertainment, international, life style, opinion, 

sports , technology). 

 

 

 

 

 

 

 

 

 

 
Fig 3.2.1 :Web crawling diagram. 
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At first we need to seed URL, after that wee need to add URL inside the Queue. We can use 

Scrapy here for picking some item that we want to add inside the Queue . After that we put 

those items that we have cracked from URL’s inside the fields. For defining the fields for our 

item an example code is : 
 

Fig 3.2.2 :scrapy those items that we need. 

 

For getting data we need to specify those attributes that we want to put it in those items in 

scrapy. We can take help from a Spider ,a spider process is given in Fig-3.2.2 

 

Fig 3.2.2 :spider data crawling way and put it in scrapy items. 

 

 
At first we need start URL then define the function that take items from spider that is shown 

in Fig-3.2.2. Secondly we need extract response CSS that we can find by inspecting the site. 

We get it by inspect individual elements. Lastly, we put the CSS in the Scrapy items . 



©Daffodil International University 10  

 

 

 

 

 

 

 

 

 

 

 

 
Fig 3.4.1 :All categories data amount. 

3.3 Scope of the Problem 

Data collection is the major part of research but data collection and noise cancelation is very 

difficult . When we take tag data from news portal then we face problem that is many 

unnecessary tag columns like: tag0,tag1,tag2 etc but all contains null value. It is very difficult 

to detect where the actual value is. 

3.4 Statistical Analysis 

In our research we have collected huge Data, its amount around 12 lakhs for our ram 

limitation we have used 4 lakhs only. We have unique 9 categories of data like as bangladesh, 

economy, education, entertainment, international, life style , opinion , sports , technology all 

data details are given below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.5 Proposed Methodology 

Data collection is an essential issue to research and nothing is exceptional in our case. We 

need to collect data. After collect data we will preprocess our dataset. 

 

 

 

 

 

 

 

 

 

 
Fig 3.5.1 :Proposed methodology. 
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We have to remove html tag, remove some unnecessary columns for all the news crawled 

from Bengali online newspapers. For data preprocess we use slicer to get the same sample in 

every category. That’s why we have to use natural language processing. And we made a 

model by embedding flatten . In this fig:01 firstly we have to input data in an input layer. 

Suppose that our data set have a title (“ ”) after inputting this title and passing input layer this 

title have to face the embedding system [14]. Embedding system is natural language 

processing where word embedding is a term used for the representation of words for text 

analysis and stores these words so that it can reuse these words for use as needed later [15]. 

After finishing the title embedding this data will go to the process Flatten. The concept of 

flatten data is data where data from related database tables or flat file records are gathered 

into a single or reduced number of tables [16]. By destroying a big data table it will create 

many small tables according to its characteristics. This reverses the process of normalization 

where data is organized so that each fact is stored once and avoids the duplication of data. The 

next step is dense data. Dense data can be described as many different pieces of the required 

information on a specific kind of a subject, no matter whatever the subject happens to be. 

Data can be dense data many times for its needs. We use 75 percents data for training and 25 

percents data for testing . To predict Bangla News Categorization in our research we use 

some Fig. 2. modeling classifiers like Support Vector Machine ( SVM) , Decision 

Tree,Random Forest, KNN Gradient boosting. [17] 

 

3.6 Implementation Requirements 

IN this paper we are try to solve this problem by neural network. For Data collection we need 

web crawler. For crawling data from Bengali online newspapers we need python “Scrapy” 

library. For data preprocess we use slicer. That’s why we have to use natural language 

processing. And we made a model by embedding , flatten , Dense . In this fig:01 firstly we 

have to input data in an input layer. Suppose that our data set have a title (“ ”) after inputting 

this title and passing input layer this title have to face the embedding system [14]. Embedding 

system is natural language processing where word embedding is a term used for the 

representation of words for text analysis and stores these words so that it can reuse these 

words for use as needed later [15]. After finishing the title embedding this data will go to the 

process Flatten. The concept of flatten data is data where data from related database tables or 
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flat file records are gathered into a single or reduced number of tables [16]. By destroying a 

big data table it will create many small tables according to its characteristics. This reverses the 

process of normalization where data is organized so that each fact is stored once and avoids 

the duplication of data. The next step is dense data. Dense data can be described as many 

different pieces of the required information on a specific kind of a subject, no matter whatever 

the subject happens to be. Data can be dense data many times for its needs. Finally getting 

performance we need some model like as Vector Machine ( SVM) , Decision Tree,Random 

Forest, KNN Gradient boosting[17]. 
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CHAPTER 4 

Machine LearningAlgorithm 

 

4.1 Support Vector Machine ( SVM) 

For the Bangla News Categorization task, we use a Support Vector Machine (SVM) 

classification algorithm. [5] SVM is a popular supervised learning algorithm for classification 

tasks and many researchers attempted to perform document classification tasks using it [18]. 

Given a set of training documents, each document is marked with a particular category. The 

proposed methodology advocates analytic parameter selection directly from the training data, 

rather than re-sampling approaches commonly used in SVM applications[12]. SVM is 

Effective in high-dimensional spaces. In cases where the the number of dimensions is greater 

than the number of samples, there also we can use SVM [19]. But in our case, we cannot get 

good accuracy. SVM has some common parts such as support vector, Hyperplane, Marginal 

distance, Linear separable, Non-linear separable. All of these are given below. 

 

 
Fig 4.1.1 : SVM Hyperplane. 

 

Here SVM detect that, which data point is closest the marginal line. 

4.2 Decision Tree 

In Machine Learning where the data is continuously split according to a certain parameter. 

And this can explain what the input is and what the corresponding output is in the training 

data set. Higher predictive precision can usually be acquired by generating multiple trees 

from the data, all of which are used in categorizing a new model. More than one test can be 

used to partition the models at each stage, giving families of superimposed trees, or multiple 

training sets can be samples from the data. The predictions from several trees can be 
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connected by simple voting or by more cultivated techniques such as piling. Specifically, in 

decision analysis operations research we use Decision Tree to help identify a strategy most 

likely to reach the goal. Decision Tree gives the best Training Accuracy. 

n 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = 1 − L −𝑝i 𝑙𝑜𝑔2 𝑝i 

i=1 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − L 
|𝑠v| 

× 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑠 ) 
 

vE values 
|𝑠| v 

In Decision tree we need to calculate the Gain and try to improve gain score. Before calculate 

it firstly we calculate each Entropy. 

4.3 Random Forest 

If we want to solve a problem that combines many classifiers into complex problems then, we 

have to use a Random Forest [22]. Because utilizing ensemble learning it can provide a 

solution [23]. A random forest is a Machine learning technique that’s used to solve regression 

and classification problems. and other tasks that operate by constructing a multitude of 

decision trees at training time [24]. For classification tasks, the output of the random forest is 

the class selected by most trees. Random decision forests correct for decision trees’ habit of 

overfitting to their training set. By using these classifiers we got good training accuracy [25] 

 
 

Fig 4.3.1 : Random forest working procedure. 
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In Fig 4.3.2, we try to describe that we have a big dataset D. It has m number of rows and d 

numbers of the column. A small number of data perform in a single Decision Tree algorithm 

with row sampling and feature sampling. After that Decision tree makes a model for binary 

classification means 0 and 1. In the last stage full system chooses the majority. 

4.4 k-nearest neighbors (KNN) 

KNN means The k-nearest neighbors (KNN) algorithm. This is a simple, supervised Machine 

learning algorithm [2]. This is a non-parametric classification method. It can be used to solve 

both classification and regression problems. KNN is a type of classification where the 

function is only approximated locally and all computation is deferred until function 

evaluation. 
 

Fig 4.4.1 : KNN working procedure. Fig 4.4.2 : Euclidean Distance . 

 
In Fig 4.4.1 we see the KNN working procedure. KNN follows some steps. The first step is 

select the value of k which means the nearest value. The second step is to calculate the 

Euclidean Distance by the law that is shown in Fig 4.4.2, it will find each data point distance. 

Thirdly, take the K nearest neighbors as per the calculated Euclidean Distance. Fourthly, 

among these K neighbors, count the number of the data points in each category. Finally, 

assigns the new data points to that category for which the number of neighbor is maximum. 

Our model will be ready. 
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CHAPTER 5 

Experimental Result and Discussion 

 

5.1 Experimental Setup 

In our research, we have used some models to get the result of which algorithm gives us the 

better result we can use those algorithms for categorization. In our experiment Decision tree, 

and Random forest gives us better output on the other hand SVM and KNN are not 

performing better than those algorithms we will see all compare in the Discussion section. 

5.2 Experimental Results & Analysis 

In our research, we use some classifiers like SVM, decision tree, random forest, KNN, and 

Gradient boosting, at this time random forest, and decision tree give the best accuracy of all 

classifiers. Random forest gives 97.23 percent and decision tree gives 97.23 percent. But at 

this time another classifier is not predicting very good performance. All results are shown in 

fig-5. In the confusion matrix test accuracy is 66.27 percent. Show in Table 1. Our All 

confusion matrices test result in fig-5.2.2.  

 

Fig 5.2.1 :All classifier training Accuracy. 

 

Random forest gives 97.23 percent and decision tree gives 97.23 percent. But at this time 

another classifier is not predicting very good performance which is shown in fig 5.2.1. 

D  

 
 

 
 

 

 

 

 
 

Table 1 : Discussion based on classification report . 

 
Algorithm Result Discussion 

SVM 21.95 % Performance Bad 
Decision Tree 97.23 % Performance Good 

Random Forest 97.23 % Performance Good 
KNN 42.02 % Performance Not very good 

Gradient boosting 26.76 % Performance Bad 

Table 1 : Training/validation accuracy and loss 
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Here we try to Discuss which algorithm gives us better performance. Its means is not that 

other algorithms are not bad. Algorithms are given up better performance when we do the 

right preprocessing for a specific algorithm like some algorithms perform well if all values 

are numeric then they perform very well.so I think it depends on the data set and our 

preprocessing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 5.2.2 : Confusion matrix based on category. 

 

Here we see that we have 9 categories and in Confusion matrix helps us to clearly describes 

which categories can be categorized better as shown in fig 5.2.2. We know that when we give 

to a category all categories are not accurate then the Confusion matrix helps us to understand 

easily. 

 

 

 

 

 

 

 

 

Fig 5.2.3 :Classification report of confusion matrix. 
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Here, we see that all result precision, recall, f1-score, and support for all specific categories. 

In our experiment education, economy, and technology categories result are better than other 

categories that are in Fig 5.2.3. 

 

 

 

 

 

 

 
 

Fig 5.2.4 : Algorithm result in 3d format. 

 
Random forest gives 97.23 percent and decision tree gives 97.23 percent. But at this time 

another classifier is not predicting very good performance. All results are shown in Fig-5.2.4. 

In the confusion matrix test accuracy is 66.27 percent. 

Discussion 

Table 5.2.4 : Experimental result discussion. 

Experiment Name Result Discussion Comment 

Experiment with 

Random Forest 

Random forest avoids 

overfitting for this reason it 

works better on our dataset. Its 

test accuracy is 98%. 

In our research, we use 

some classifiers like SVM, 

decision tree, random 

forest, KNN, Gradient 

boosting, at this time 

random forest, and decision 

tree and give the best 

accuracy in all classifiers. 

Random forest gives 97.23 

percent and decision tree 

gives 97.23 percent. But 

this time SVM 21.2%, 

Logistics regression 14.7%, 

Naive Bayes 11.6%, and 

Gradient boosting 21.76% 

testing accuracy that is 

shown in fig 5.2.4. As 

random forest gives us the 

best output so we pick it for 

our research. 

 

Experiment with 

Decision Tree 

The Decision tree explains all 

possible outputs for a single 

input. So, in our data set it 

works better. Its test accuracy 

is 97%. 

Experiment with KNN KNN visit all nearest neighbor. 

Its performance is not so good. 

Its test accuracy is 42.02%. 
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CHAPTER 6 

Impact on Society and Sustainability 

 

6.1 Impact on Society 

Newspapers have become an integral part of our society and be it online or offline platforms. 

Selecting the right news is a very challenging task. On the other hand, if the news is 

categorized according to the headline then many people will be interested in reading the news 

without any kind of boring. 

 
6.2 Ethical aspects 

The data we collect for our research purposes will not be used for any unethical purpose. In 

addition, by categorizing news, people's interest in reading news will increase, and through 

that everyone will get updated news of the world. This will increase people's desire to write 

columns and blogs in newspapers. Besides, reading newspapers will enrich the knowledge 

base. 

 
6.3 Sustainability Plan 

In this paper, we will try to work on Bangla news and social media news categorization by using 

deep learning. We will categorize all news by their headline and we get which category of news 

it will be. Our target will be to collect more data and process them and get accurate results by 

applying some models. 
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CHAPTER 7 

Summary, Conclusion, Recommendation, And Implementation for 

Future Work 

 

7.1 Summary of the study 

There are many document categorization systems developed for English language processing 

but no usable system is developed for Bangla texts. There are many social media or TV 

channels to publish news but there is a major problem for all people they can’t read previous 

news when they want. Besides, everyone doesn’t like every category, and some people like 

some categories. As a result, many people are disturbed when they read newspaper front pages. 

Every category of news is available there but creates a problem when a user chooses a 

random category. That’s why we add many types of categories to our project. 

7.2 Conclusion 

In this research work, we tried to categorize the news headline. That’s why we collected a lot 

of newspaper headlines from various news portals. The headline input we give for our 

category prediction is 50-100 words which can be predicted best. Our main focus is to 

categorize the newspaper article and increase people's desire to read the newspaper. 

7.3 Implication for further study 

In this work, we collect data only from the Prothom Alo newspaper. In the future, we try to 

add more Natural language terms. We will work on more Attributes and add many data 

samples. We also want to work with fake in news detection the future from social media 

(covid 19)[17]. 
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Novel contribution 

 
In our paper we use Machine Learning and Deep learning both algorithm that are unique from 

another paper. Our result accuracy is very good than another paper. Our Data amount is 4 

lakhs but our accuracy not bad because here we use Tokenizer but another paper they use TF-

IDF. Here we try to compare the result of ML and DL. Maximum paper is made by English 

Data set but we use Bangla Dataset. Our All Data is unique. 
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