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ABSTRACT 

 

With the new social media prosperous, the feast of fake news has become a countless 

nervousness for everybody. It has been cast-off to manipulate public opinions, effect the 

election - most notably the US Presidential Election of 2016, provoke hatred and riots like 

the killing of the Rohingya population. A 2018 MIT study create that fake news spreads 

six times faster on Twitter than real news. The reliability and trust in the news media are 

at an all-time low.  

It is becoming increasingly difficult to control which news is real and which is fake. 

Various machine learning methods have been used to distinct real news from fake ones. In 

this study, we strained to accomplish that using Passive Aggressive Classifier, LSTM and 

normal language processing.   There are lots of machine learning models but these two 

have shown better progress. 

Now there is some confusion present in the validity of the correctness. But it definitely 

opens the window for further research. There are some of the aspects that has to be reserved 

in mind considering the fact that fake news detection is not only a simple web border but 

also a quite complex thing that comprises a lot of backend work. 
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction: 

 

Fake news is false material obtainable as news. It often has the area of harmful the standing 

of a person or entity or creation money through advertising income. Once common in print, 

the occurrence of fake news has augmented with the rise of social media, particularly the 

Facebook News Feed. During the 2016 US presidential election, various kinds of fake news 

about the applicants widely spread in the online social networks, which may have a 

significant effect on the election results. According to a post-election numerical report, 

online social networks account for more than 41.8% of the fake news data traffic in the 

election, which is much better than the data traffic shares of both traditional TV/radio/print 

medium and online search engines correspondingly. Fake news detection is becoming 

progressively difficult because people who have ill intentions are writing the fake pieces 

so convincingly that it is problematic to distinct from real news. What we have done is a 

simplistic approach that looks at the news headlines and tries to predict whether they may 

be fake or not. Fake news can be threatening as they attract more spectators than normal. 

People use them because this can be a very good marketing plan. But the money earned 

might not live upto fact that it can harm people.  

 

1.2 Problem Statement 

 

Nowadays, it can be very challenging to determine whether the news we hear is true or 

not. Very few choices exist to determine the veracity, and those that do exist are all 

sophisticated and far from the common individual. A web-based fact-checking platform 

that harnesses the power of machine learning is urgently needed to give us this chance.  
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1.3 Motivation 

 

The creation and dissemination of content via computer-mediated technologies is sped up 

by social media. The manner that groups of people interact and communicate has been 

altered by this media. It enables quick, easy, and inexpensive physical dissemination to 

them. Nowadays, social media is where the majority of people go for and consume news, 

not traditional news sources. While social media has developed into a potent tool for 

connecting people and disseminating information, it has also had a negative impact on 

society. Take a look at these examples; what’s App, a well-liked messaging service from 

Facebook Inc., was used as a revolutionary battleground in the Brazilian election. False 

reports, altered images, context-free movies, and audio puns were all employed in political 

campaigning. These things spread like viruses on the numerical platform without their 

source or distribution being checked. After many terrorist attacks in Sri Lanka in 2019, 

the major social media and messaging platforms including Facebook and Instagram were 

blocked nationwide. The administration demanded that there be an internet spread of "fake 

news rumors." This is clear from the difficulties the most influential tech companies in 

the world have in halting the spread of false information. These instances demonstrate 

how "false news" is also widely used on social media. The new anonymous on social 

media platforms could be of bad quality and purposefully spread false information. This 

compromises the accuracy of the data. On the Internet, millions of news stories are 

distributed each day. How can Do you believe what is real and what is fake? Thus, one of 

the major problems in our digitally connected world is improbable or fake news. Recent 

years have seen a growth in the research field of fake news identification on social media. 

The website has a business-oriented theme with a subdued message about halting the 

spread of false information on social media. Social media presents a number of difficulties 

for fake news documentation. First of all, gathering information about fake news is 

difficult. Furthermore, it is challenging to manually identify bogus news. It is challenging 

to identify them only solely on news content because they are purposefully created to 

misinform viewers. Additionally, Twitter, Facebook, and what’s App are closed messaging 

platforms. 
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. Therefore, it is difficult to determine whether the false information spread by right-wing 

news outlets or their friends and family is real. Given that they are insufficient to serve as 

the application dataset for training, it is difficult to verify the accuracy of recently breaking 

and time-bound news. Developing authentic material distribution systems, extracting 

relevant news structures, and differentiating trustworthy users are some useful study areas 

that require more investigation. The system will lose people's confidence if we can't stop 

the dissemination of false information. There will be a lot of mistrust between people. 

Nothing that can be used objectively will be left. It entails the eradication of social and 

political coherence. We sought to create a web-based solution that could combat this 

nightmare situation. And we made some important progress towards that goal. 

 

1.4  Background study  

Researchers have looked at common facets of the dependability of online content from 

an NLP perspective. For instance, [1] used the time-sensitive supervised technique by 

speaking the reliability of a tweet under various conditions using tweet gratified. In a 

similar challenge of early rumor detection, [2] employed LSTM. In a different study, [3] 

used challenging neural networks to recognize tweet positions and judge the veracity of 

provided rumors. Making a bag-of-words autoencoder and training it on the tokenized 

tweets are the main goals of a submission [4] to the Sem Eval 2016 Twitter Posture 

Detection assignment. Another team [5] merged several models in a cooperative way, 

giving a deep convolutional neural network and an incline-boosted decision tree a 

weighted ratio of 50/50. Despite the fact that this work seems to be similar to ours, the 

distinction is in the construction of an ensemble of classifiers. A team [6] made a similar 

effort by joining different feature vectors together and approving them using an NLP 

model. Passive a margin-based online learning technique for binary classification is called 

the aggressive algorithm. Additionally, it uses a soft margin-based algorithm and is noise-

resistant. It can be applied to the detection of fake news [16]. Inverse Frequency Term 

Another technique for representing text in a way that machine learning algorithms can 

readily process is document frequency. It is a quantitative statistic that illustrates how 

significant a word is to news in a dataset of news. A word's placement in relation to the 
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Number of occurrences of the word in the news (both fake and real), but inversely 

proportional to the number of occurrences in the news dataset (fake or real) [15] 

 

1.5 Feasibility Study 

 

False news detection can make use of LSTM, logistic reversion, and passive-aggressive 

classifiers. In [7], bi-directional LSTM was employed to identify bogus news. It had 

reassuringly good accuracy, but it would be difficult to realize good correctness if the news 

were a little more sophisticated. Because this model recognizes the unusual terms as being 

part of bogus news. 

For instance, the model will identify fake news quite well if a news article claims that 

Donald Trump is the best leader ever. It would be challenging to do so if the title were 

more complex and worded in a sophisticated manner. We think that our LSTM model is 

insufficient to identify bogus news on its own. Because of this, we added a passive 

aggressive classifier to it and compared passive news to reliable news sources, but the 

project's scale was too large for us to complete with the resources at our disposal. In order 

to identify bogus news, our model can be used as a first step. To declare the model 

sufficiently dependable, however, more study is required. Mistrust between persons. 

Nothing that can be used objectively will be left. It entails the breakdown of social and 

political coherence. To counter this nightmare scenario, we sought to create some form of 

web-based solution. And we made some significant strides in that direction. 

 

1.6 Proposed architecture 

 

Figure 1 depicts a representation of our projected outline. The news is initially derived 

from the news biology [45], which we refer to in this work as the dataset (input). The 

separate components where the data is being preprocessed include the news content and 

social circumstances. The geographic information from the news-satisfied and social 

contexts is the input to the presenting layer. The vector symbols representing news contexts 

and social contexts are the output from the implanting layer. To create a single 
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representation that may serve as the input for the transformer block, these vector symbols 

are concatenated. The society layer receives the most from the Transformer, followed by 

the angry-randomness layer. We get tagged (fake or real) for each news as the final output. 

 

 

                            Figure 1: Overview of the proposed framework 

 

 

In the inserting layer, we spread three different embedding types: (1) Token embeddings: 

to turn words into vector images; (2) Segment embeddings: to separate the material into 

distinct paragraphs or sentences; and (3) Positional embeddings: to display the locations of 

tokens inside orders. 

From news content and social events, we classify things (user behaviours). Through 

positional indoctrinations, we keep the arrangements in chronological order at work. The 

https://link.springer.com/article/10.1007/s41060-021-00302-z/figures/1
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initial few words resemble the time step 0 since the nature of the arrangement is that each 

word is chronologically determined and assigned to a time step, time step 1, and so forth, 

up until the final timestep, which is dependable. We make use of the sinusoidal nature of 

position indoctrinations in sequences [6], where the space between adjacent timesteps is 

predictable and gets smaller over time. 

In Sect., we go into great detail on the Transformer block, which includes the encoder, 

decoder, and courtesy device. 
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CHAPTER 2 

METHODOLOGY 

2.1 The dataset  

I took this dataset from Kaggle. 

 

Figure 2: Dataset 
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The dataset is simple. It contains the titles of the news, the body text and a label field, 

which, if the news is authentic, shows REAL and if inauthentic, shows FAKE. 

There are 3 main segments of the methodology : 

◦ The core Machine Learning mod 

◦ The web interface. 

◦ The common platform that brings the model and the interface together. 

 

2.2 The machine learning model 
 

There are two parts to the ML Model building. Machine Learning is a part of our life 

that can help us in predicting. We are using two types of model in this case. For the first 

part, we used passive-aggressive classifiers. And the steps include: 

1. Data Loading: We are loading a CSV file for the data sorting and training-testing 

part of the model. The CSV file is turned into an array for easier work purpose. 

2. Vectorization: Vectorization is needed for determining the frequency of the 

words present in a passage. This is needed to determine which words are used 

often. 

3. Classifier: A class of excellent learning algorithms is called passive-aggressive 

algorithms. They are comparable to Perceptron since they do not call for a 

reading scale. They do, however, include parameter correction, unlike 

Perceptron. When the prediction is accurate and the model remains the same, 

passive is utilized. However, if the model changes in any way, i.e. if the 

prediction is incorrect, the aggressive component is called, which modifies the 

model appropriately. The aggressive component of the model alters the 

model on the backend as it sees fit. 



©Daffodil International University                                                                                                    9 

  

 

Figure 3: Passive-aggressive model
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4. Model Building: The model is built through the train and test of the dataset, by 

ensuring that the training is done for 80% of the dataset and testing is done in 

the rest of the 20% of the dataset. 

In the second part, Here are the steps : 

1. Loading the data: For this step, it is the same as the passive-aggressive 

one. 

2. Scanning and parsing. A CSV file is used to load the data. This is the main 

portion of picked news stories. After that, a label field is present that specifies 

if the news is true or false. We examine the CSV and clean the titles in this code 

block to remove stop words and punctuation.. 

3. Tokenization. The tokenizer is used to assign indices to words, and filter 

out infrequent words. This allows us to generate sequences for our training and 

testing data. 

4. Embedding matrix: Apply the embedding matrix. An embedding matrix is 

used to extract the semantic information from the words in each title. 

5. Model Building: Creating the model and using the confusion matrix to 

determine its accuracy. An Embedding layer, LSTM, Dropout, and Dense layers 

are used to build the model. We'll run the data across 20 epochs. 

6. We found that the LSTM model is incredibly bad at predicting the veracity of 

news. As a result, we chose to run the output through the passive-aggressive 

classifier model before displaying the results.  
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3.4 Common platform: Google colab 

 

This acts as a common platform and takes the input with the pickle module and passes 

it to the machine learning model afterwards the prediction is shown on the screen with 

the google colab 

1. Building functions for taking input. 

2. Passing input values through the ML model. 

3. Using the Pickle module for serializing and de-serializing the dataset. 

4. Providing output. 

 

3.5 Related Work  

False news and social media Social media covers sites and strategies including wikis, social 

networks, microblogging, and social bookmarking. [1][2]. On the other hand, investigators 

sometimes spread false information because of inadvertent events like educational 

earthquakes or unintentional movements like the recent tremors in Nepal. [3][4]. There was 

widespread false information about health in 2020, which international fitness at risk from 

unprotected. The COVID-19 eruption has resulted in a significant "infodemic," or a mix of 

real and fake news—which included a lot of distortion, according to a warning issued by 

the WHO in early February 2020. Processing of Natural Language 2.2 Smearing Natural 

Language Processing's main objective is to take into account one or more scheme or 

method specializations. Language collecting and sympathetic language processing are 

combined through the Natural Language Processing (NLP) laceration of an algorithmic 

preparation. It could be used to observe actions using several languages under control. [6] 

Optionally, a brand-new ideal system for eradicating words from the languages of English, 

Italian, and Dutch was completed by many pipes of many languages, including Emotion 

Analyzer and Detection, Named Object Praise (NER), Parts of Speech (POS) Taggers, 

Unitization, and Semantic Role Classification made NLP dressed. The hunt's target [5][6]. 

The Sentimentality test [7] collects emotions about a certain subject. Mawkishness 

education is defined as the peaceful elimination of the meticulous period for a subject, the 

sentimentality, and the blending with group testing. Sentimentality research employs two 
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languages. Sentiment replicas database and the Lexicon of Intelligence are resources for 

analysis. to assign organizations a score between -5 and 5 for optimistic and destructive 

arguments and efforts. parts of speech taggers for many languages European languages are 

being used as seed stock for language taggers in languages like Arabic, Sanskrit, and Hindi, 

among others. Possibly organized Mark and classify arguments as nouns, verbs, and so 

forth. The majority of part-of-speech techniques are workable in European languages, but 

not in Asian or Arabic. The tree-bank method is used identically in the Sanskrit word "say" 

in part. Arabic texts can be mechanically represented as simple options using the Vector 

Machine (SVM) [10] technique, which automatically classifies codes and elements of 

speech. Data Mining 2.3 The two primary categories of data mining approaches are 

supervised and unsupervised. The oversaw technique makes advantage of the workout data 

to anticipate the occult movements Unsupervised Data mining is an attempt to categorize 

hidden data models that provide, for example, a handful of contribution labels and 

categories, without revealing workout data. Shared mines and a group dishonorable serve 

as a paradigm example for unverified data removal [12]. 2.4 Classification using Machine 

Learning (ML) A class of methods known as machine learning (ML) enables software 

systems to produce results that are more precise without having to undergo typical 

reprogramming. Experts in data show physiognomies or modifications that the model 

wants to examine and smear to expand predictions. The algorithm transforms the erudite 

levels into new data once the exercise is finished [11]. In this research, six algorithms are 

proposed for categorizing bogus news. 
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CHAPTER 3 

IMPLEMENTATION 

3.1 The Interface 

 

This is what you see when you go to the search row. You are supposed to copy the no of 

row and paste it into the input box. 

                                                                                                                                                                        

                                            Figure 4: News is real 

 

The model will provide you with the outcome when you paste the news into the input box 

and click "Predict." When news appears to be reliable, the output will read "Looking Real 

News." If not, the message "Looking Fake News" will appear. This is how you can use 

the Internet to determine whether news is legitimate or phony interface. 
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3.2 The ML Model 

 

The following is the code for creating an ML model: 

Term Frequency-Inverse Document Frequency is referred to as 

TF-IDF. The ratio of a word's frequency to the total number of 

words is what is often meant by the term "term frequency." And 

the weight of an uncommon word is essentially the inverse 

document frequency. 

vectorization = TfidfVectorizer() vectorization.fit(text) 

print(vectorization.idf_) print(vectorization.vocabulary_) 

Words that are present in every data will have very low IDF value and using that we 

will highlight the maximum IDF values. 

example = text[0] 

example 

example = vectorization.transform([example]) print(example.toarray()) 

The zeros represent there are no words in that postion. 

 

IMPLEMENTING PASSIVE AGGRESSIVE CLASSIFIER 

When the prediction is accurate and the model remains the same, passive is utilized. 

However, if the model changes in any way, i.e. if the prediction is incorrect, the 

aggressive component is called, which modifies the model appropriately. 
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3.3 The Code Implementation  

 

All of the photo I took from my project. 

 

Importing the Dependencies 

 

 
                                     

                                            Figure5: Importing Dependencies 
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Data Pre-processing is more important in this project. 

 

 

 

                          Figure6: Data pre-processing 

 

Five row of the dataframe 

 

 

 

                                 Figure7: Five row of dataframe 
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Converting the textual data to numerical data 

 

 

 

                       Figure8: Vectorizing the data 

Accuracy score 

 

                           Figure9: Accuracy Score 
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Splitting the dataset to training & test data 

 

X_train, X_test, Y_train, Y_test = train_test_split(X, Y, test_size 

= 0.2, stratify=Y, random_state=2) 

 

 

Training the Model: Logistic Regression 

 

                     Figure10: Logistic Regression model 
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CHAPTER 4 

KEY INSIGHTS 

 

4.1 Key Insights 

 

The accuracy of the passive aggressive model is 93%. Most of the time, it accurately 

detects the news when we type the text for the news on the border. We used The Onion's 

news to confirm this. A parody "news" website called The Onion publishes absurd yet 

amusing news. Some of the news we copied from the website and placed it into our 

online interface were immediately recognized as being false. However, when we 

attempted to verify the news from the BBC or the New York Times, those were 

recognized as authentic. However, the LSTM model's accuracy was substantially lower, 

therefore we chose the Passive Aggressive model to provide output for the interface. 

 

4.2 Survey Archetypes 

 

The poetry discusses a range of review articles on the identification of false news and other 

concepts. Depending on the type of research approach, we have divided four groups of 

current survey articles. This section seeks to set our future survey apart from the current 

reviews in this field of study by modifying the current surveys' design. The four sorts of 

reviews that can be identified by reviewing recent studies are as follows: 

(a) 

Type I: Fraudulent, false, and misleading information Misinformation, dishonesty, and bad 

material were the three main categories of physical disorder that several reviews focused 

on. In a lot of the research on fake news, inaccurate information and dishonesty have been 

used interchangeably. However, the degree of falsehood and malicious intent between the 

two groups varies. While deception is the use of incorrect information to intentionally 

mislead an audience and the source/spreader is aware that it is false, misinformation is 

news that has not been independently vetted and the purpose is not to harm the public. Mal-

information, which belongs to the third category, is the deliberate dissemination of news 
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(which is true) with the intention of harming an individual, a particular organization, or a 

nation. Examples include disclosing secret information or one's sexual orientation without 

seeking the protection of the public. Consequently, false information is not real. Material 

but lacking in morals. The literature has frequently used Figure 1. 

(b) 

Type II: False content types include clickbait, hoax, fake news, satire, and hoax in the 

literature. There are also assessment articles that highlight ambiguity in the problem's 

meaning. Researchers and psychologists give fake news different interpretations. The most 

prevalent material disorder is false news, however it differs from other forms. For instance, 

Mockery News is funny and contains some humor. Studies place ridiculing news and fake 

news in the same category, although their fundamental motivations are very different. In a 

similar vein, clickbait, frauds, and rumors all have unique programs and impacts on the 

audience. The full scope of the issue is presented in Section 2. 

(c) 

Type III: Research technique for identifying fake material Reviews categorize research 

primarily based on practice. Fig. 2 illustrates the broad methodological framework and 

provides a roadmap of the literature's available solutions. Studies have focused in particular 

on the following three key processes: (1) data gathering, (2) feature removal, and (3) 

classification approach. These steps are when research studies gain their originality. Data 

gathering is an exciting endeavor, and researchers have access to a variety of methods for 

extracting data as well as publicly accessible databases. Due to the lack of a standard 

dataset for fake news identification, investigators must test various organizational models 

in order to find the most effective one for the specific dataset. The overall technique offers 

many step-by-step approaches that have been in development. Machine learning [10] and 

deep learning-based approaches [14] are crudely grouped together as the classification 

methods. In this challenging domain of classification, machine learning has demonstrated 

impressive outcomes. The foundation of conventional machine learning techniques is 

manually created feature removal. Linguistic topographies and propagation patterns, which 

are prevalent in the works, are examples of handcrafted elements that have emerged in the 

generic practice. The diagnosis of important traits to effectively capture the lie, however, 

provides a different issue. It takes a lot of time and could lead to biased features, 
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particularly in fields like fake news identification. Deep learning techniques have so been 

more and more admired for their ability to resolve such risky issues. Unseen images can 

be learned using deep learning models neural networks, hence it is not necessary to remove 

manually created features in this case. As a result, the emphasis is shifted from modeling 

important aspects to modeling a network itself. This repetition also demonstrates how 

different machine learning and deep learning categorization methods are. The technique 

has been designed to provide readers a sense of the current actions taken by the researchers 

in order to comprehend and come up with new answers. Each route offers a research 

strategy or approach to address the problem of identifying fake news. Additionally, a 

number of research have used additional techniques such the Hawkes process and 

irregularity finding. In summary, a number of surveys have been conducted based on the 

study methodologies used by the researchers to categorize fake news. 

(d) 

Type IV: Perspectives Numerous reviews examined the findings from various angles. Four 

factors are included in the works for the inadvertent detection of fake news: the untruthful 

content it uses, the panache of the script or content-based, the social or spread patterns, and 

the credibility of the source. The four views and the topographies employed in each are 

shown in Figure 3. To diagrammatically characterize these views and associated properties, 

a number of research papers have been examined [7] [5]. 

 

 

4.3 Fake news 

 

Fake news is information that was created entirely in a dream. The fake news is 

demonstrably false and has no basis in reality [1]. This particular information disease is a 

unique occurrence that dates back to the World Wars and earlier. It is challenging to 

produce bogus news that is difficult to understand. As a result, authors enhance current 

fake news to make it appear more authentic. [5] highlighted the current false news situation 

and created a fact-checking system based on the three Ws: "who, where, when." Recently, 

Vishwakarma and others. [7] Proposed a method to evaluate the truthfulness of images 

posted on social media networks. Fundamentally, the schooling classified news with an 

https://link.springer.com/article/10.1007/s10207-022-00625-3#ref-CR171
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image as true or fraudulent using the manuscript elimination from image approach. The 

article has provided both dressed-up samples of fake and actual imagery. Perez et al[8] .'s 

twofold approach for posting false information was successful. First, two original datasets 

based on recurrent domains were produced. In addition, a series of learning experiments 

were shown to develop an automatic fake news sensor with a 76% accuracy. Researchers 

have primarily used distinctive indicators to identify bogus news. Reis et al. [13] also had 

a look at some of the available features as well as others that were in the works innovative 

topographies to precisely identify false information Bias, reliability, domain location, 

engagement, and chronological designs are the five features that have been suggested. The 

features aren't just created from the happy news stories; various topographies can also be 

extracted. A approach was put out by Olivieri et al. [10] to create metadata-based task-

general features using the Google custom-search API. Statement domain scores and 

resemblances for titles and snippets by group metadata relating to the top 20 results of 

Google search are the features developed. Similar to this, Ahmed et al. [2] investigated two 

distinct feature removal strategies using n-gram analysis and machine learning models: 

exactly term frequency (TF) and term frequency-upturned document frequency (TF-IDF). 

Using TF-IDF, they discovered 92% accuracy for the linear support vector machine 

(LSVM
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CHAPTER 5 

CONCLUSION 

5.1 Conclusion 

Our project can ring the initial alert for fake news. The model produces worse results if the 

article is written cleverly, without any sensationalization. This is a very complex problem but 

we tried to address it as much as we could. We believe the interface provides an easier way for 

the average person to check the authenticity of a news. Projects like this one with more 

advanced features should be integrated on social media to prevent the spread of fake news. 
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CHAPTER 6 

FUTURE WORK 

6.1 Future Work 

 

There are many future improvement aspects of this project. Introducing a cross checking 

feature on the machine learning model so it compares the news inputs with the reputable 

news sources is one way to go. It has to be online and done in real time, which will be very 

challenging. Improving the model accuracy using bigger and better datasets, integrating 

different machine learning algorithms is also something we hope to do in the future. 
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