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ABSTRACT

Instead of spoken words, sign languages use the visual-manual modality to communicate

meaning. Manual articulation and non-manual markers are used to convey meaning in

sign languages. It is used by dumb or silent, blind and disabled people all over the world.

Having their own grammar and lexicon, sign languages are completely natural

languages.Therefore, a machine translator is required to enable them to communicate

with the broader public. Computer vision technologies are now well known for helping

people translate their languages so that everyone can comprehend them. We have used

deep learning methods to detect Bangla sign language. Here we used a custom made data

set of 2100 images of our 42 beloved Bangla words. We employed Convolutional Neural

Network (CNN) models to classify the words. These models deliver results for photo

classification that are more precise. Before these models can be used, the image data must

be processed. The employment of particular techniques is required for data preparation.

The choices include RGB conversion, filtering, resizing and scaling, and categorization.

After using these techniques, image data is preprocessed and made ready for classifier

algorithms.

.
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CHAPTER 1

Introduction

1.1 INTRODUCTION
Deaf and dumb people suffered with negligence for decades as most general people have

no knowledge about sign language. The field of computer vision is expanding to aid

people in every conceivable way. Recently, others have started using it. By facilitating the

sign language detecting method, to aid the deaf community. There is no international

version of sign language. Even though English is the official language of both nations, it

is interesting to note that the American and British sign languages (BSL) are not

identical. Other sign languages include Indian sign language, French sign language,

Japanese sign language, and Bangla sign language (BdSL). The origins of each sign

language are distinct and separate. People in contemporary society are working to

improve the way of life for the hearing-impaired community by offering alternate forms

of communication, education, culture, and sports. These individuals actually have a

remarkable amount of talent. A hearing-impaired person and a hearing-normal person or

a dumb person and a normal verbal speaker can instantly communicate thanks to

automated recognition of sign language (ARSL). A suitable language translator can also

be used in conjunction with the ARSL to operate implicitly as an instant interface

between those who have difficulty speaking or hearing and non-language-impaired

people. This is because sign language has no worldwide form. As a result, experts in the

fields of artificial intelligence and natural language processing are working to create a

system that can recognize sign language automatically.

1.2 MOTIVATION

According to WHO, around 466 million people have a hearing disability that is over 5%

of the world’s population. 0.38% of the total population of Bangladesh have speech and

hearing disabilities, according to the National Census 2011 [1]. Even though Bangla is

the sixth most widely used language in the world. However, the research on BdSL

recognition did not progress compared to other sign languages, but recently some

researchers are working to make a change [2]. We wanted to use regular words because

©Daffodil International University 1



as we started learning about sign language, we came to understand that a signed word in

Bangla isn’t a sequence of signed alphabets. That’s when we decided to do deep learning

on words rather than alphabets despite the fact that there was no available dataset.

1.3 RATIONALE OF THE STUDY
Acquiring a new language opens the door to a world of new experiences. As students

study a new language, they develop an understanding and appreciation of other people,

cultures, beliefs, and ways of life, while also developing a deeper understanding of their

own culture and personal identity. They learn new ways to think, learn, and communicate

with others, and gain a new perspective on their experiences and the world around them.

The study of Bangla Sign Language (BDSL) rewards students with these and other

benefits. The study of BDSL supports many careers and professions. In medicine,

dentistry, the hospitality industry, education, and other career areas, the ability to

communicate easily with Deaf adults and children through BDSL is a great asset. It is

becoming increasingly important for organizations that provide services to the Deaf

community to have employees who are proficient in BDSL. The study of BDSL not only

develops the knowledge, skills, and attitudes needed to understand and communicate

effectively in BDSL but also expands students’ knowledge of language learning in

general. In using BDSL to create and convey meaning, students can discover new ways to

express their individuality. Communicating in authentic situations in another language

increases self-confidence in communication skills, enhances students’ critical thinking,

and promotes respect for others regardless of differences.

1.4 RESEARCH QUESTIONNAIRES
After we set our heart on working with sign language the questions we came up with was

1.How do spoken languages influence sign languages? 2.What are the latest

advancements in computer-based SignLanguage Interpretation? 3.Sign language

implementation using real time detection is possible? 4.Existing Dataset of Bangla Sign

Language?
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1.5 EXPECTED OUTPUT
Our final goal is that we will be able to build a software where it can detect a deaf or

dumb person’s signed sentences and convert it into text or verbal sound. For now we

want to incorporate as many words as possible in our data set and train our models to

detect words with precision. In this project, we have only worked on word detection not

alphabet detection like most other research, for this our dataset will consist of word sign.

When the image is taken into account, the environment is crucial. A domain can be

limited or unconstrained based on illumination conditions because accuracy depends on

the environment that affects the data processing step. Data collected in an unfriendly

setting introduces impurity that degrades accuracy and is the reason accuracy varies

across practice models. For example Md. Uddin et al., proposed a framework using

Support Vector Machine (SVM) to recognize BdSL [3].

So, after gathering the data, our top objective will be to properly process it so that it fits

the model we prefer. Many useful methods for recognition are used when entering image

data. The feature extraction stage follows using a variety of methods.

Our task has been broken down into several sub-tasks. During the data collecting phase,

we choose data for train, test, and validation. Where the validation division is used to

measure how accurately the model is trained on train data, and the train division is used

to train the model. The model performance is then tested using the test division. The data

is then processed to suit the model. Apply the artificial neural network model that we

have suggested, after all. Our proposed model is built using a Convolutional Neural

Network (CNN) model, in addition to several pre-trained models that are also based on.

1.6 REPORT LAYOUT
There are three additional sections in this paper: Backgrounds (which describes the

literature review and related works), Research Methodology (which describes all working

procedures), Result and Discussion (which discusses and compares all the results of our

proposed models), and Conclusion and Future Work (which provides a summary and

outlines future work).
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Chapter 2

Background

2.1 RELATED WORKS AND LITERATURE REVIEW
This section of our study will provide some analysis of documents where various

strategies have been used to produce the desired results.

Oishee Bintey Hoque [4] proposed faster R-CNN. Their training data is put into the

convolutional neural network, which generates a feature map depending on the model's

aspect ratio and sizes as previously discussed in the Faster R-CNN overview. The feature

map then sends regions to the RPN that have a chance of becoming a sign gesture or a

letter. In order to categorize each proposal into a defined number of classes, RoI pooling

resizes the feature map into fixed sizes for each proposal. Md Shafiqul Islam [2] For the

purpose of recognizing Bangla sign language, they compared the effectiveness of the

suggested CNN model with one of the company's most widely used models, LeNet-5.

The Bangla numerals and Bangla sign language alphabet had accuracy rates of 98.73%

and 99%, respectively, thanks to the adoption of the LeNet-5 architecture. LeNet5

training takes just 11 minutes and 6 minutes on the architecture, compared to the

suggested model's 18 minutes and 9 minutes, respectively, for alphabet and numeric

training. As a consequence, the proposed model outperformed the corresponding LeNet-5

model in terms of results. However, compared to the LeNet-5 architecture, which is quite

simple, this training takes a few minutes longer.

Sherin Sultana Shanta [5] used SIFT with CNN and saw a massive increase in accuracy.

SIFT helps CNN to extract features without scaling, resolution and rotation problems.

Dipon Talukder [1] used YOLOV4 and got 97.56% accuracy in detecting alphabets. They

also tried to use punctuation but the problem is they tried to create words by syncing

alphabets which is not a usual way of talking among the disabled people. Every word has

its own sign rather than a sum of alphabet signs.

Through data augmentation, 15% of the Ishara-Lipi sign character database's data are

preserved for testing and 85% are kept for training. After 50 iterations, the model for the

Ishara-Lipi sign character database achieves 92.65% accuracy on the training set and

94.74% accuracy on the validation set [7]. The authors used ADAM optimizer with a
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learning rate of 0.001. The model has a 9-layer CNN. For convolution 1 and 2, where

filter size is 32, kernel size is (5x5), Stride is (1x1), same padding with ReLU (1)

activation. Followed by a 5 x 5 max-pooling layer. Then used 25% dropout to reduce

overfitting. This is just an open dataset of Bangla alphabet and digit signs. Bikash

Chandra Karmokar [8] used Neural Network Ensemble and NCL. They got 93% with

NCL and 10 NNs with feature extractions. The authors suggested the experimental

setting shouldn't have any hues that clash with the color of human skin. A higher pixel

count on the camera is necessary for improved image quality. When taking the pictures,

there should be enough light.

Rahat Yasir [9] has related most of the problems we faced but again only with alphabets.

Their segmentation of RAW Image dataset and test result (Original pics-hidden

Nodes-50) has very poor accuracy which we faced. On the other hand when they used

gray images instead of RGB images with PCA features-hidden Nodes-50, the

segmentation of PCA dataset and test result came with great accuracy.

2.2 SCOPE OF THE PROBLEM
Use Dynamic Loading for Dataset: Our original dataset was quite large and is impossible

to use without a server with a lot of RAM and disk space. A possible solution is to split

the file names into training, validation, and test sets and dynamically loading images in

the Dataset class. Using such a loading technique would allow us to train the model on

more samples in the dataset.

2.3 CHALLENGES
The challenge we faced most was collecting the images because there is no existing

dataset for Bangla words. Also the raw created a problem for us while building the

models. Also lack of GPU was a big problem for us.
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Chapter 3

Research Methodology

This section will go over the instrumentation that was utilized, how the data were

collected, how they were analyzed, and what model was suggested. For our suggested

work, we employ the deep learning classification technique. For this categorization, we

used a multi-layer Convolutional Neural Network (CNN) [5-7].

3.1. DATA COLLECTION
For the purposes of the suggested study, we amassed a total of 3280 data by ourselves

while observing a Bangla Sign Language instructor. We gathered unprocessed data from

the authors' families and other well-known individuals for each of the 41 classifications.

We have taken data from different age group, gender and skin color to make our dataset

rich and more realistic. Though skin color became a problem for us later to match with

backgrounds.

Table 1 demonstrates the categories, sources of data, and samples.

Number of class Number of raw

images per class

Source of images Total Images

41 80 Custom 3280

With the soaring demand for computing power and storage, it is challenging to deploy

deep neural network applications. Consequently, while implementing the neural network

model for computer vision, a lot of effort and work is put in to increase its precision and

decrease the complexity of the model. CNNs represent many challenges such as

overfitting, exploding gradients, class imbalance and the need of large datasets.
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Sample

দপুুর (Afternoon) আপনার (Your) বাবা (Father) খারাপ (Bad)

সু�র (Beautiful) �বান (Sister) �ছেল (Boy) �বৗ� (Buddhist)

পছ� (Choice) শীত/ঠা�া (Cold) সিদ� -কািশ (Cough) ডাল (Pulses)

ডা�ার (Doctor) ভয় (Fear) �র (Fever) মাছ (Fish)

ফুফু (Aunty) �মেয় (Girl) ভােলা (Good) িহ� ু(Hindu)
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হাসপাতাল (Hospital) �ী�কাল (Summer) বািড় (House) �ামী (Husband)

ইসলাম (Islam) মা (Mother) মামা (Uncle) মাংস (Meat)

নামাজ (Namaz) রাত (Night) ব�াথা (Pain) পুিলশ (Polish)

বিৃ� (Rain) �রাজা (Roja) লবণ (Salt) অসু� (Sick)

ঘুম (Sleep) চা (Tea) �তামার (Your) ভাই (Brother)

শাক-সবিজ
(Vegetable)
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3.2. DATA PREPROCESSING
Following data collection, we divide the data up into train, validation, and test folders, as

shown in table 2. Although sign language places a lot of emphasis on expressions, we

primarily want our data to learn from hand gestures. For this reason, we also added

additional facial features like a nose, lips, an eyebrow, etc. Because the mode will only

learn the features it requires when the data is fed into it. The overfitting issue will then

arise when our model picks up a lot of new features unrelated to our research.

Image resize: All photos must be scaled to a fixed size before being input to the CNN

since neural networks require inputs of the same size. Less shrinking is needed the larger

the fixed size. Less reduction results in less distortion of the image's internal

characteristics and patterns.

Pixel brightness transformations: Position-dependent brightness correction and grayscale

transformation are the two different kinds of pixel brightness transformations. Regardless

of the position of the pixel, grayscale transformation changes the brightness of the pixel.

Transformations to grayscale are typically utilized when a human will be able to view the

results.

Dividing into word classes: We have divided our images in 41 classes according to the

signs.

Labeling: When you annotate particular items or features in an image, this is known as

image labeling. Computer vision models learn from picture labels how to recognize a

specific object in an image.

Augmentation: Data augmentation uses existing data to create modified copies of

datasets, which are then used to artificially increase the training set. It involves making

little adjustments to the dataset or creating new data points using deep learning. As we

first didn’t get our desired accuracy, we had to augment our data to make it work.

©Daffodil International University 9



Table 2: After augmentation dataset information

Number of class Augmented image

per class

Image per class

after augmentation

Total Images in

dataset

41 100 180 9430

3.4. IMPLEMENTED CNN MODEL
A CNN [10] is comprised of convolutional layers followed by one or more fully

connected layers as in a standard multilayer shallow neural network . In CNN, each

convolutional layer learns features from the input data making this architecture well

suited to process images. CNNs manipulate multiple hidden layers for learning to capture

different features from input data. The complexity of the learned data features may

increase for every hidden layer. The four CNN model we proposing are-

VGG 16: In their publication "Very Deep Convolutional Networks for Large-Scale

Image Recognition," K. Simonyan and A. Zisserman from the University of Oxford

introduced the convolutional neural network model known as VGG16. In the top five

tests, the model performs 92.7% accurately in ImageNet, a dataset of over 14 million

images divided into 1000 classes. It was a well-known model that was submitted to

ILSVRC-2014. By sequentially substituting several 33 kernel-sized filters for AlexNet's

big kernel-sized filters (11 and 5, respectively, in the first and second convolutional

layers), it improves upon AlexNet. Using NVIDIA Titan Black GPUs, VGG16

underwent weeks of training. Each filter has the same padding and has 512 filters of size

(3, 3). The stack of two convolution layers then receives this image. As opposed to

AlexNet's and ZF-11*11 Net's and 7*7 filters, we use 3*3 filters in these convolution and

max-pooling layers. It also employs 1*1 pixels in some of the layers to adjust the amount

of input channels. To prevent the spatial characteristic of the image, 1-pixel padding is

applied after each convolution layer.
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Figure 2: VGG-16  Model structure

The input to cov1 layer is of fixed size 224 x 224 RGB image. Convolutional (conv.)

filters were applied with a very small receptive field, 33 (which is the smallest size to

capture the notion of left/right, up/down, and center). The picture is then passed through

the stack of convolutional (conv.) layers. It also uses 11 convolution filters in one of the

setups, which may be thought of as a linear transformation of the input channels

(followed by non-linearity).

VGG-19: A variation of the VGG model called VGG19 has 19 layers in total (16

convolution layers, 3 Fully connected layer, 5 MaxPool layers and 1 SoftMax layer). This

network received a fixed-size (224 * 224) RGB picture as input, indicating that the

matrix was shaped (224,224,3). They were able to cover the entirety of the image by

using kernels that were (3 * 3) in size with a stride size of 1 pixel.

The VGG19 model (also known as VGGNet-19) has the same basic idea as the VGG16

model, with the exception that it supports 19 layers. The numbers "16" and "19" refer to

the model's weight layers (convolutional layers). In comparison to VGG16, VGG19

contains three extra convolutional layers.

©Daffodil International University 11



Figure 3: Vgg-19 Model structure

A fixed size of (224 * 224) RGB image was given as input to this network which means

that the matrix was of shape (224,224,3). The only preprocessing that was done is that

they subtracted the mean RGB value from each pixel, computed over the whole training

set. Used kernels of (3 * 3) size with a stride size of 1 pixel, this enabled them to cover

the whole notion of the image. spatial padding was used to preserve the spatial resolution

of the image.

RESNET: The Residual Blocks idea was created by this design to address the issue of

the vanishing/exploding gradient. We apply a method known as skip connections in this

network. The skip connection bypasses some levels in between to link layer activations to

subsequent layers.

This creates a leftover block. By stacking these leftover blocks together, resnets are

created. The strategy behind this network is to let the network fit the residual mapping

rather than have layers learn the underlying mapping. Thus, let the network fit instead of

using, say, the initial mapping of H(x),

F(x):= H(x)-x which gives H(x):= F(x)+ x.

©Daffodil International University 12



Figure 4: Resnet-50 Model structure

Alexnet: After competing in ImageNet Large Scale Visual Recognition Challenge,

AlexNet shot to fame. It achieved a top-5 error of 15.3%. This was 10.8% lower than that

of the runner up. The primary result of the original paper was that the depth of the model

was absolutely required for its high performance. This was quite expensive

computationally but was made feasible due to GPUs or Graphical Processing Units,

during training. There are eight learnable layers in the Alexnet. Relu activation is used in

each of the five levels of the model, with the exception of the output layer, which uses

max pooling followed by three fully connected layers. One thing to keep in mind is that

the authors used padding because Alexnet has a deep architecture to prevent the size of

the feature maps from dwindling significantly. The photos with a size of 227X227X3 are

used as the model's input. The input to the Model is RGB images.
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Figure 5: Alexnet Model structure

3D CNN: As a time-consuming procedure that currently necessitates expert analysis,

3D CNNs are being developed to enhance the identification of moving and 3D pictures,

such as video from security cameras and medical scans of malignant tissue.

Due to their intricacy, 3D CNN development is still in its infancy, but the advantages they

can provide are ones you should familiarize yourself with. Continue reading to discover

how this new area raises the bar for deep learning in computer vision.

Convulsion layer is Kernels, a filter layer made up of learnt parameters, convert images

into processable data in this layer. Each study employs many kernels, each of which

filters for a distinct property.

Pooling layer, The convolution-generated activation maps are pooled, or downsampled.

Similar to the convolution process, pooling involves moving a filter across an activation

map and analyzing a tiny section at a time.

Fully Connected (FC) Layer is The output layers are flattened, the probabilities found are

examined, and the result is given a value, a logit, after several iterations—sometimes

thousands—of convolution and pooling. The Fully Connected layer does this analysis,

processing each flattened output layer through interconnected nodes in a manner akin to

a fully connected neural network (FCNN).
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Figure 5: 3D CNN Model structure

Table 3: Model summary of our implemented model

Model Name Total params Trainable params Non-trainable

Params

VGG-16 15,743,337 1,028,649 14,714,688

VGG-19 21,053,033 1,028,649 20,024,384

Alexnet 28,120,793 28,099,657 21,136

Resnet-50 27,802,538 4,214,826 23,587,712

3d CNN 264,297 264,105 192
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Figure 6: Workflow diagram
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3.5 IMPLEMENTATION REQUIREMENTS
To implement this project we needed Web IDE, NVIDIA high GPU, high RAM. First we

faced a lot of problems with the initial IDE we chose that is Google Colab, as we faced a

lot of runtime expiry. Then we opted for Google Colab pro to use High RAM runtime.

Still we face GPU runout problems.

To run the models we ran followed below steps:

Import the Libraries, Initialize our model, Convolution Step, Pooling Step, Add a second

convolution layer and pooling layer, Flatten Step, Full Connection layer, Compiling the

CNN.
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CHAPTER 4

Experimental Results and Discussion

4.1 EXPERIMENTAL SETUP
For this experiment we have collected Bangla signs for 41 words and put them through

various models to see which models act the best according to our expectation. We trained

our model using different epochs to make it work better.

4.2 EXPERIMENTAL RESULTS & ANALYSIS
The findings of our experiment were quite satisfactory to us. As it shows with proper

dataset and training models can detect many words. Though the dataset still needs some

polishing but right now the results are quite good below is our outcome of different

models. We have implemented VGG-16, VGG-19, Alexnet-50, Resnet-50, 3D CNN. The

best accuracy we got is in VGG-16 that is 87%. The rest of our models worked pretty

nicely as well. Now we can proceed to the next level.

Table 4: Model Accuracy comparison

Model Name Accuracy

VGG-16 87%

VGG-19 86%

Alexnet 81%

Resnet50 79%

3d CNN 91%
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Figure 7: Implemented CNN models training and validation performance

VGG-16

VGG-19

3D CNN
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Alexnet

Resnet50

4.3 DISCUSSION
A very minor portion of sign language detection is covered by this work. To reach the

ultimate objective of closing the communication gap between the hearing impaired and

the remainder, much more work needs to be done and can be done in this area.

To increase the accuracy of the recognition of lone indicators, we must improve the work

we did for our thesis. In order to distinguish between signs with identical hand

movements and positions utilizing the already collected information, features linked to

hand shapes must first be extracted. The following stage will be to increase the quantity

of training samples and experiment with training techniques other than neural networks in

order to determine which one yields the best results.
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Chapter 5

Impact on Society, Environment and Sustainability

5.1 IMPACT ON SOCIETY
Our project will only have a good impact on society as this project doesn’t hurt anyone’s

belief, religion, caste, personality,community,nationality. This will make the dumb and

deaf people feel more incorporated into the society they have lived in for years neglected,

deprived. This will make their very harsh life a tiny bit easier.

5.2 IMPACT ON ENVIRONMENT
This will have no bad impact on the environment as this experiment doesn’t need to use

any chemical or radiation of any sort. This experiment is totally cruelty free and doesn’t

harm any human or animal in the process. This experiment will require no connection to

nature let alone harming it.

5.3 ETHICAL ASPECTS
The ethical issues we might face:

• This technology may be seen as assimilation and caving in to the expectations of the

privileged community, but it actually helps the disabled community integrate even more

fully into the abled world. This might result in less work.

• The dataset must be sufficiently diverse to account for people of all skin tones and in all

environments, in order to accommodate deaf people. A bias in the data may harm deaf

people of a particular ethnic group.
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Chapter 6

Summary, Conclusion, Recommendation and Implication for Future

Research

6.1 SUMMARY OF THE STUDY
If we summarize our research we can say that sign language is a very important part of

hearing disabled people’s life. The more we work on Bangla sign language the more we

can show the world the sweetness of it. We need to incorporate more models, specially if

possible hybrid deep learning models to make the words detected better. Our government

can also take a note and make opportunities for the data scientist to work in this field.

6.2 CONCLUSIONS
Using methods from deep learning, we implemented a system for real-time sign language

gesture identification in this research. We discovered that occasionally straightforward

solutions outperform more complex ones. The rather simple skin segmentation model

ended up being the best skin masks despite attempts to employ a clever segmentation

algorithm. We also understood the challenges and limitations of building a dataset from

the start. Looking back, it would have been convenient to have a dataset to work with

already. For contradicting reasons, some letters were more difficult to categorize in our

real time testing.

6.3 IMPLICATION FOR FURTHER STUDY
Due to the size of our initial dataset, using it requires a server with plenty of RAM and

disk space. The division of the file names into training, validation, and test sets and the

dynamic loading of photos in the dataset class are potential remedies. We could train the

model on more samples in the dataset if we used such a loading strategy.
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