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ABSTRACT

Depression is a major public health concern that can have significant negative impacts on an

individual's quality of life. Early detection of depression can be crucial for facilitating timely

treatment and improving outcomes. In this study, we aimed to investigate the use of machine

learning algorithms for detecting depression in social media comments written in Bengali, a

language spoken by millions of people around the world. We collected a dataset of social media

comments written in Bengali and labeled them according to the emotional state of the person

posting (e.g., happy, sad, or depressed). We describe the development and evaluation of several

different algorithms, including SVM, LR, DT, KNN, CB, and LR. The results of our evaluation

showed that the SVM algorithm had the highest accuracy, receiving a 75.28% score and being

able to detect depression with high accuracy, suggesting that social media comments written in

Bengali could be a useful source of data for detecting depression. These findings could have

important implications for the development of automated tools for detecting depression in

real-time and facilitating timely treatment.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

Depression undermines our self-assurance, optimism, and motivation, which destroys human

health and is acknowledged as one of the most unbearable diseases in the world [1] [4]. Social

Media is a worldwide networking system for communication. Currently, there are over 4.48

billion social media users, and each one interacts with an estimated 6.6 different social media

sites. With 2.9 billion members, Facebook is the most popular social networking site among

them, and YouTube has achieved 2.3 billion users worldwide. (statista0),(FB IR Q1 2020).

People with depression lead lives with a wide variety of symptoms. They lose their attachments

to what they enjoy & loved to do and deal with anxiety, stress, and low mood. These physical

symptoms make an impact on chronic weariness, insufficient sleep, loss of appetite, and a variety

of pains. It can be triggered by significant life events like a death in the family, a relationship

conflict, a job loss, or the birth of a child. Based on doctors' opinions, depression's impact has

three categories on a person's life. Someone who has little impact on his daily life has mild

depression. People who have a significant impact on their daily lives - moderate depression.

In Bangladesh, 53.6 million people use Facebook regularly, which is an estimated 30.7% of the

entire population of the country, and the majority of Facebook users are men (67.4%). The

largest user group was between the ages of 18 and 24 (23.7 m). (Sept. 2022, NapoleonCat)

However, as people frequently express their opinions in posts and comments on many social

media sites, our main goal is to find the depressed text from there. Depression prevents students

from paying close attention to their studies, and their academic or professional careers suffer.

This research will help to identify the depressed person & can be ensured his/her recovery as

well as helps to prevent unwilling decisions like suicide. [8,9]

©Daffodil International University 1



1.2 Motivation

Depression is a prevalent and severe mental health condition that can greatly affect an

individual's everyday life. It is a significant cause of disability globally and if not addressed can

have dire consequences, including increased suicide risk. There is a pressing need for research on

depression in order to better understand the underlying causes and develop effective

interventions. People use social media desperately every day, revealing their issues and feelings

on social networking sites. Social interaction patterns are just a few examples of data that might

be used to detect depression. For instance, a person experiencing depression might stop

connecting with people on social media or post less regularly. By analyzing these data, we can

effectively assess whether an individual is experiencing depression or not. This analysis enables

us to intervene and provide the necessary support before the individual takes any drastic action,

such as attempting suicide. Identifying depression at an early stage can help prevent the

progression of the condition and mitigate the risk of suicide. The data collected can include

information about an individual's mood, behavior, and symptoms of depression, which can be

used to make an accurate diagnosis and provide appropriate treatment. It's necessary to realize

that early detection and intervention are the first actions that could be taken in the

multidisciplinary and complex field of suicide prevention.

1.3 Rationale of the Study

Social media data offers a wealth of knowledge about people's ideas, emotions, and behaviors

and has the potential to be utilized as a strategy to spot those who could be depressed. Systematic

and quick analyses of social media data using machine learning algorithms have the potential to

determine which text-to-person behaviors make the best matches. CatBoost, Multinomial NB,

support vector classifiers, decision trees, and Logistic Regression are used to predictive analysis

classifiers.

1.4 Research Question

● What is Depression?

● What specific machine learning algorithms are most effective for detecting depression in

social media comments?

©Daffodil International University 2



● How does the performance of these algorithms compare when applied to social media

comments written in Bengali, compared to other languages?

● How accurately can depression be detected in social media comments using these

algorithms, and what factors might influence the accuracy of the detection?

● How can the results of this analysis be used to better understand and address issues

related to depression within the Bengali community?

1.5 Expected Output

● Improve our understanding of the causes and risk factors for depression as well as

understand the effective prevention.

● Identify innovative interventions for treating depression, which could improve outcomes

for individuals with the disorder.

● Explore the impact of depression on various aspects of an individual's life, such as work,

relationships, and overall quality of life, which could help to identify areas that may be

particularly affected by the disorder and that may benefit from targeted interventions.

● People who are depressed frequently take the time and want to think more thoroughly

about their lives and life paths, which gives them the chance to make some positive

adjustments.

● We can only hope that they will manage to change their life in a way that will ultimately

be beneficial to them.

● To decrease the suicide rate causing depression.

1.6 Report Layout

The introduction chapter of this report covers the study's background, purpose, anticipated

outcomes, research questions, project management, and report structure. The chapter also covers

a comparative analysis and summary, key terms, the scope of the issue being studied, related

research, and the challenges encountered during the research. In the next section, Research

Methodology, we will discuss the selection of research subjects and instruments, data collection

or utilization methods, statistical analysis, the proposed methodology, and implementation

considerations. The experimental results and discussion section, which is a central and crucial

©Daffodil International University 3



part of the report, includes a discussion of the experimental setup, an analysis of the results, and

conclusions. The report also addresses the impact of the research on society, the environment,

and sustainability, including ethical considerations and a plan for future sustainability. Finally,

the report concludes with a summary of the study, conclusions, recommendations, and

suggestions for further research.
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CHAPTER 2

BACKGROUND

2.1 Terminologies

People of many ages, ethnic backgrounds, and socioeconomic statuses are susceptible to the

prevalent and severe mental health illness known as depression. It is marked by enduring

dejection, hopelessness, and a loss of enthusiasm for formerly pleasurable pursuits. Physical

signs of depression might also include adjustments in eating, sleeping, and energy levels.

2.2 Related Work

Bhattacharjee, D., et al. [1] state that the purpose is to better comprehend Bengali culture, and

information is being gathered from several Bangladeshi television stations and social media sites

like Facebook and Twitter. A total of 35,000 messages from such platforms are gathered using

the Twitter and Facebook Graph APIs, as well as a grabber script. The dataset was annotated by

a highly qualified psychologist using the BDI1 and BDI2 books as references, as well as norms

for human social activities and emotions and theoretical knowledge.

Sau, A., and Bhakta, et al. [2] Students from medical colleges and hospitals provided 470 data

points, including sociodemographic and occupational health-related data. The data were analyzed

using five different algorithms linear regression, naive Bayes, RF, SVM, and CatBoost. Among

these methods, CatBoost (which enhances decision trees) had the highest accuracy.

"Uddin, A.H., et al. [6] worked to make tweet processing better. Using the Unigram model, they

found that the average accuracy of different emotions were 74% for positive, 78% for sad, and

92% for a surprise. They used statistical deep learning and machine learning techniques to

identify people’s emotions. With a maximum accuracy of 86.3%, they were able to analyze

Bengali social media depression using a long short-term memory (LSTM) network."

M.R.H. Khan et al. [9] goal is to analyze people's sentiments from the data, which is classified as

happy or sad. They gather information from numerous sources, such as books, poems, and

quotations, for this reason. When processing data, they tokenize their data using a count

vectorizer to turn the text into a numerical value. To produce predictions, the researchers used six
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different algorithms after preprocessing and tokenizing their data. The author got the highest

accuracy with a precision of 86.67% using the Naive Bayes method.

Vasha, Z.N. et al. [10], the authors collected 10,000 pieces of data from Facebook and YouTube

comments. Then, they separated the text into depressed and non-depressed data, which were used

to compare the performance of six different algorithms, which are DT, SVM, LR, RF, KNN and

NB. The best classification outcomes were obtained utilizing the TF-IDF feature combination

after several words for feature extraction were used. The SVM model had a maximum prediction

accuracy of 77%.

Choudhury, A.A., et al. [8] People participating in the survey should do their utmost to finish the

questionnaire, which takes about 15-20 minutes. The Random Forest algorithm was identified as

the best performer among the algorithms tested, with an accuracy of 75% and an f-measure of

60%. The results of the Random Forest algorithm were comparable to the Support Vector

Machine algorithm in terms of accuracy and f-measure, but Random Forest showed greater

precision, recall, and fewer false negatives.

Tuhin, Rashedul Amin, et al. [11] Sentiment analysis was performed at the document level using

a variety of machine learning algorithms, taking into account both the type of article and the type

of sentence. When using a topical approach, the researchers obtained an accuracy rate of around

70%, while using Naive Bayes resulted in an accuracy of about 50%. While there are limitations

to this method, the accuracy obtained for analyzing Bengali content is considered to be fairly

good.

Arora, P., and Arora et al. [12] gathered information from Twitter streams, as well as all the most

recent tweets. They categorized tweets based on words and phrases used to describe anxiety,

stress, and mental issues. Authors distinguished between tweets about well-being and mixed

tweets using support vector regression and multinomial naive Bayes techniques. Also, they

eliminated emojis and certain terms from the data during pre-processing. The complete dataset,

consisting of 3754 posts, was used to evaluate the performance of three different techniques: NB,

SVM and K-means clustering. The accuracy achieved by these techniques was 76%, 78.8%, and

77.17% respectively
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2.3 Comparative Analysis and Summary

An analysis of the author's methods, strengths, and results in relation to earlier work is given

here:

Table 2.1. Comparative analysis with previous work

SL Author Process Strength Result

1

M.R.H. Khan [9] Multinomial Naive

Bayes

Accurateness of

Classification.

86.67%.

2

Bhattacharjee,

D., et al [1]

BDI1 and BDI2 method Qualitative investigation

of the API based data

90%

3

Choudhury, A.A.,

et al [8],

Beck Depression and

Depression Anxiety

Stress Scales

Explanations for

up-to-date text-based

sentimentality analyzers

75%

4

Tuhin, Rashedul

Amin, et al. [11]

Naive Bayes Algorithm Sentiment analysis  Used 70%

5

Arora, P., and

Arora, et al. [12]

SVM techniques Used Numerous

Classifiers.

78.8%

6 Vasha, Z.N. et al.

[10]

TF-IDF Vectorizer and

SVM method

Huge amount of data 77%
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2.4 Scope of the problem

This work builds a model that can distinguish between depressive and non-depressive text from

any social media data using data analysis, machine learning methods. In order to solve these

issues, society can make use of this model to identify those who are depressed and provide

medical treatment to reduce the serious effects of depression.

2.5 Challenges

To complete the project as intended, we had to overcome a variety of challenges. In particular, it

is difficult to acquire individual pieces of Bengali text from social media. These types of data

contain large amounts of mistakes because different mindsets communicate their thoughts in

different ways on social platforms, and sometimes they are not aware of the spelling mistakes. In

Bengali text analysis, the erroneous spelling structure is a significant problem. Using English

alphabets inside Bengali letters is a significant problem as well. Hence, the words' intended

meaning cannot be expressed in their original meaning in Bengali.

©Daffodil International University 8



CHAPTER 3

RESEARCH METHODOLOGY

3.1 Research Subject & Instrumentation

The process of creating a graphical flowchart involved the use of multiple tools and techniques.

Six separate algorithms were utilized to analyze the data, along with Microsoft Excel and

Draw.to, a website that helps to create flowcharts. To ensure the most efficient and reliable

solution, we utilized well-established frameworks and a Google collaboration to run the python

code and machine learning algorithms to analyze the processed data. The data used in the study

was collected from various social networking websites and was then organized and stored in an

Excel spreadsheet. By using these tools, we were able to effectively process and analyze the data,

leading to the creation of an accurate and informative graphical flow chart.

3.2 Data Collection Procedure/Dataset Utilized

We collected a dataset of 5604 comments, with 3265 classified as depressed and 2339 classified

as non-depressed, from various platforms such as Facebook, Twitter, and YouTube. The data was

then stored in an Excel spreadsheet and used to train various machine learning algorithms such

as Naive Bayes, Logistic Regression, K-Nearest Neighbors, Decision Tree, Support Vector

Machine, and Random Forest. The implementation of these algorithms was carried out using

Google Colaboratory (Colab) which is a product from Google Research. Colab is a web-based

platform that allows users to write and execute Python code through their browser, making it an

ideal tool for machine learning, data analysis, and education. With its user-friendly interface,

Colab makes it easy for anyone to start their data science journey without the need for extensive

setup. Colab also provides access to Google's computing resources, such as GPUs and TPUs,

making it a powerful tool for deep learning tasks. Additionally, Colab offers different versions,

such as Colab Pro and Colab Pro+, that have increased RAM limits and longer session times.

©Daffodil International University 9



Fig 3.1: Non-Depressive text.

Fig 3.2: Depressive text.
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We collect a significant amount of data from YouTube, including movies, songs, and comments

that are related to depression. Sometimes, we watch full movies for data collection purposes, and

at other times, we listen to songs and memorize lyrics that pertain to depression. Additionally, we

collect data from comments left by individuals who may be experiencing depression. Next, we

turn to Facebook, as it allows students to interact and discuss course content at any time.

Through Facebook, students can post questions, share information, and seek help from peers

during their study time or when working on assignments. We collect the majority of our data

from Facebook, as it is a widely used platform in our country and individuals tend to easily share

personal information on it. We collect data from various posts, pages, and videos on Facebook.

It's important to note that the use of data from social media platforms should always be done

with caution and respect for the users' privacy and data protection laws, and the data should be

collected ethically and legally. The use of the data should also comply with the terms and

conditions of the social media platforms. Models for text processing, categorization, data

preprocessing, and data extraction are utilized gradually. We divided the nearly 5,604

Bangla-language comments we collected from different social platforms. After that depressive

data are defined with 1 and non-depressive data defined with 0. Then, we remark the whole data

into training and testing groups. After that, the data was labeled in a vectorizer form for the term

frequency and in inverse document frequency and trained with machine learning algortithms. So

that, we can anticipate the responses are depressive or not from testing data. Here, we used six

classifiers: SVM, CatBoost, Linear Regression, DT, KNN, and multinomial NB.

©Daffodil International University 11



3.3 Statistical Analysis

We focused on the importance of accuracy in scientific experiments and its impact on the results.

Precision, recall, and F1 measure are important indicators of the performance of a model in

classifying positive and negative samples. The precision is the ratio of correctly classified

positive samples to the total number of positive predictions made by the model. The recall

measures the model's ability to correctly identify positive samples and places a high priority on

reducing false negatives.

Figure 3.3: Comparison Models

Models Precision Recall F1 measure

Support Vector
Machine

Depression

Non-Depression

0.75

0.75

0.85

0.63

0.80

0.69

Logistice
Regression

Depression

Non-Depression

0.75

0.75

0.84

0.63

0.79

0.68

CatBoost Depression

Non-Depression

0.70

0.74

0.85

0.54

0.77

0.63

Maltinomial
Nave Byes

Depression

Non-Depression

0.73

0.80

0.89

0.57

0.81

0.66

K- Neighbors Depression

Non-Depression

0.64

0.58

0.50

0.72

0.54

0.68

Decision Tree Depression

Non-Depression

0.68

0.65

0..77

0.54

0.72

0.59
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The F1 measure is the harmonic mean of precision and recall, which balances both values to give

a better overall picture of the model's performance. Our study used different algorithms such as

SVM, DT, LR, RF, NB, and KNN, to compare their performance on different datasets of

depressed and non-depressed texts. The results were optimized by using the TF-IDF feature

representation. Table 1 summarizes the precision, recall, and F1 scores for all algorithms. We

measured the precision, recall, and F1 scores for both depressed and non-depressed texts to get a

comprehensive understanding of the performance of each algorithm.

3.4 Proposed Methodology

Data mining techniques were applied in the study to evaluate the data and identify any signs of

depression. These techniques involve the use of various methods to extract valuable information

from large and complex datasets, such as identifying patterns, trends, and relationships in the

data. In this particular study, data mining techniques were used to assess the data and determine

whether or not it was indicative of depression. Finding information related to depression is our

main objective at this point. After collecting data from social platforms such as YouTube,

Facebook, Instagram, and Reddit, it was organized and placed into an Excel spreadsheet. The

data was labeled, with depressive data being assigned a target value of 1 and non-depressive data

being assigned a target value of 0, this step is important as it helps to define the problem and give

the model a clear understanding of what it needs to learn. After labeling, the data was

pre-processed to remove any unnecessary information such as punctuation, null values, and

regular expressions, this step is crucial as it helps to improve the quality and accuracy of the

data, making it more suitable for machine learning analysis. Once pre-processing was completed,

the data was cleaned to remove any duplicate or irrelevant data, this step is important as it helps

to prevent any inaccuracies or biases in the model's training. Finally, after cleaning the data, it

was split into training and test sets. This allows for a more realistic assessment of how well the

model will perform when presented with new data. This process is essential for preparing the

data for machine learning analysis and it helps to ensure that the data is of high quality and ready

to be used to train a model. Once the process of removing punctuation was completed, the data

©Daffodil International University 13



was divided into two sets, one for training and one for testing. The training set consisted of 80%

of the data, while the remaining 20% was used as a test set. The idea behind this split is to use

the majority of the data to train the model, and then evaluate its performance on a smaller,

unseen set of data. This allows for a more realistic assessment of how well the model will

perform when presented with new data. This process is a common practice in machine learning,

as it helps to ensure that the model is generalizing well and not overfitting to the training data.

After applying the algorithm, we need to evaluate the best classifier based on its performance.

©Daffodil International University 14



3.5 Implementation Requirements

The goal of this phase is to reduce noise from the data and enhance the meaningful words and

patterns. To do this, we used string manipulations to remove punctuation from the data such as

[!,",#,$,%,&,',(,),*,+,?,@,]. Stopwords are words that are often used in a language but do not

have a major significance. We used Natural Language Processing (NLP) to eliminated Stop

words, which include the letters

[ 'যেথ�' : '',

'�': '',

'�মাট': '',

'সুতরাং' : '',

'অথচ': '',

'অতএব': '',

'অথবা': ]

are typically relatively common terms in the Bangla language. Although these terms are

frequently used in natural language, where they are used as regular expressions, they offer no

relevant information and are frequently useless for tasks like information retrieval, text

categorization, and machine translation. In order to build features for the ML algorithm to find

patterns in the data, feature engineering was performed. The term frequency-inverse document

frequency (TF-IDF) approach, which transforms the text data into numerical values, was used to

label the dataset. A mathematical formula called TF-IDF (term frequency-inverse document

frequency) determines how important a term is to each document in a group of documents. It has

several uses, with natural language processing (NLP) being the most important, including word

counting in machine learning tasks. By combining two separate metrics—the frequency of the

phrase in the document and the inverse document frequency of the term in a collection of

documents—TF-IDF is calculated for each term in a document. A term's frequency is calculated

by counting how many times it appears in a document, whereas a term's inverse document

frequency indicates how frequently or infrequently it appears in all documents. Different

supervised learning classifiers were employed in this research, logistic regression, multinomial

naive Bayes, Support Vector Machine, Decision trees, catBoost, and KNN.
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CHAPTER 4

EXPERIMENTAL RESULT AND DISCUSSION

4.1 Experimental Setup

We separated the almost 5,604 comments in Bangla that we gathered from various social media

sites. Moving forward, depressive data were labeled with 1 and non-depressive data with 0. After

that, we trained our model with 80 percent of the data, while the remaining 20 percent was used

for testing.

4.2 Experimental Results & Analysis

The confusion matrix is used to evaluate the performance of the dataset, and the following

metrics are discovered: high accuracy, recall, F1 ratings, the confusion matrix, and curves. The

model's precision is a metric indicating how precise, smart, and rapid it is at predicting a given

section. Recall is a metric used to determine how frequently a model is able to recognize a

specific category. The F1 score or metric is composed of the average of precision and recall. In

binary classification, where the computer tries to determine whether an email is a spam or not.

There would be two rows (one for spam and one for not spam) and two columns in the confusion

matrix for this issue (one for predicted spam and one for predicted not spam). The number of

emails that were actually spam and those that were expected to be spam (true positives) would be

the entries in the matrix, while the number of emails that were genuinely not spam but were

expected to be spam (false positives), were spam but were expected to be not spam (false

negatives), and were actually not spam and predicted to be not spam (false negatives) would also

be entries in the matrix (true negatives). Accuracy, precision, recall, and F1 score are just a few

of the evaluation metrics that may be computed using the confusion matrix. It is a helpful tool for

figuring out a classification algorithm's advantages and disadvantages as well as evaluating how

well various algorithms perform.

Accuracy = TP+TN/TP + TN +FP+FN

©Daffodil International University 16



Support Vector Machine: A supervised learning technique used for classification or regression is

called a support vector machine (SVM). To categorize fresh data points, they locate the

hyperplane in high-dimensional space that divides several classes. High-dimensional data and

imbalanced or noisy classes work well with SVMs. For improved performance on a particular

dataset, they have hyperparameters that can be changed, including the regularization parameter

and kernel function.

Figure 4.1: Confusion Matrix for SVM classifier

Here, the TP rate is 282, the FP rate is 172, the FN rate is 91, and the TN rate is 512.

Multinomial Naïve Bayes: When a multinomial distribution of the attributes is present,

multinomial Naive Bayes is used. The Multinomial Naive Bayes procedure is the most widely

used probabilistic knowledge method in Natural Language Processing. The Bayes theorem is the

foundation of the approach, which determines the label of a text such as an electronic message or

paper piece. It calculates the probabilities of each tag for a given sample and then generates the

tag with the highest likelihood. The chance that a certain event will occur based on previously

known circumstances is controlled by the Bayes theorem, which was developed by Thomas

Bayes.
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Figure 4.2: Confusion Matrix for multinomial NB classifier

Here, the TP rate is 272, the FP rate is 202, the FN rate is 56, and the TN rate is 522.

Decision Tree: The algorithm first divides the data based on the value of the most significant

feature at each node in the tree, and then the data is recursively split at each child node

depending on the values of the other features. The decision or prediction produced by the model

is represented by the leaves, the tree's final nodes. Decision trees are a straightforward and

understandable machine learning method that may be applied in a variety of situations. They can

manage categorical data and complex tasks, which makes them very effective for categorization

tasks.

©Daffodil International University 18



Figure 4.3: Confusion Matrix for DT classifier

Here, the TP rate is 252, the FP rate is 212, the FN rate is 142, and the TN rate is 452.

Logistic Regression Model: The outcome in a replication of logistic regression with a dual

condition is often either 0 or 1. Logistic regression (LR) collects pertinent traits from text input

when building a logistic regression model. Finally, we discussed how to assess the model's

accuracy and forecast how effectively it will perform given fictitious data.

Figure 4.4: Confusion Matrix for LR classifier
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Here, the TP rate is 282, the FP rate is 172, the FN rate is 92, and the TN rate is 502.

CatBoost: CatBoost is an open-source gradient boosting library that aims to be quick, scalable,

and precise. Similar to other gradient-boosting methods, CatBoost creates a group of prediction

trees. However, compared to conventional gradient boosting methods, it has a number of

enhancements that increase its effectiveness. Additionally, it contains a number of regularization

methods that can enhance the model's capacity for generalization and help avoid overfitting.

Figure 4.5: Confusion Matrix for CatBoost classifier

Here, the TP rate is 250, the FP rate is 212, the FN rate is 88, and the TN rate is 502.

KNN: The supervised machine learning method K-Nearest Neighbors (KNN) is used for

classification and regression tasks. Instead of creating a model from the data, it works by keeping

the training data and using it immediately to generate predictions. To classify a new case, KNN

looks at the k nearest cases (determined by a distance function) and assigns the new case to the

most common class among those neighbors. On small, high-dimensional, or noisy datasets, KNN

is easy to use and successful, but it can be computationally expensive and sensitive to the choice

of distance function and the value of k.
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Figure 4.6: Confusion Matrix for KNN classifier

Here, the TP rate is 232, the FP rate is 232, the FN rate is 162, and the TN rate is 422.

Fig 4.7: Accuracy plot of all the classifiers.
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In this study, we evaluated the performance of six different machine learning algorithms: Naive

Bayes (NB), Support Vector Machines (SVM), K-Nearest Neighbors (KNN), Logistic

Regression (LR), Decision Tree (DT), and CatBoost (CB). The accuracy of each algorithm was

calculated as the fraction of correct predictions made by the model out of all predictions.

Table 4.8: Accuracy Different Models in Percentage

Model Accuracy

SVM 75.28%

CB 74.42%

LR 74.33%

NB 73.18%

DT 68.00%

KNN 63.88%

Our evaluation's findings demonstrated that the SVM algorithm had the maximum accuracy,

scoring 75.28% score. The LR, CB, NB, and DT algorithms had similar accuracy, respectively

74.33%, 74.42%, 73.18%, and 68%. The KNN algorithm had the lowest accuracy, at 63.88%.

These results suggest that the SVM algorithm is the best choice for this particular dataset,

although the other algorithms also performed reasonably well.
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SVM gives the highest F1 measure of 0.80 for depressive data and 0.69 for non-depressive data

is the harmonic mean of precision and recall, and it is used to balance the trade-off between

precision and recall.

Table 4.9: F1 Measures of six classifiers

Models F1 measure

Support Vector Machine Depression 0.80

Non-Depression 0.69

Logistice Regression Depression 0.79

Non-Depression 0.68

Depression 0.77CatBoost

Non-Depression 0.63

Multinomial Nave Byes Depression 0.81

Non-Depression 0.66

K- Neighbors Depression 0.54

Non-Depression 0.68

Decision Tree Depression 0.72

Non-Depression 0.59

A high F1 measure indicates that the models have a good balance between precision and recall,

which means that they are good at both avoiding false positive predictions and finding all actual
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cases of depression. This is important because it ensures that the models are making accurate and

comprehensive predictions.

4.3 Discussion

Depression is a severe mood condition that has an impact on one's feelings, thoughts, and

actions. The majority of people who commit suicide are middle-aged individuals. But serious

depression can affect both young and old people. Stress, loss, family history, abuse, and heredity

are some of the factors that might cause the condition. Due to a variety of barriers, including

difficulty accessing therapy and the requirement for several drugs, many people do not seek

treatment for depression despite the fact that it is a common condition. Prioritizing face-to-face

interactions, exercise, downtime, a balanced diet, and enough sleep are essential for improving

mental wellness. Large data sets can be analyzed using machine learning algorithms, which can

then be utilized to make mental health-related insights and predictions.
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CHAPTER 5

IMPACT ON SOCIETY, ENVIRONMENT AND SUSTAINABILITY

5.1 Impact on Society

One of the main causes of disability worldwide and a major contributor to global sickness is

depression. Compared to men, women are more likely to experience depression. Depression

can lead to suicide, and there is effective treatment available for different levels of severity. All

medical professionals should be educated about the numerous facets of depression due to the

disorder's high prevalence. Depression has always been a problem in society and can cause

social exclusion, even from close friends and family. Depression makes it more difficult to seek

and receive aid since those who experience it may struggle to feel close to others and may feel

like a burden to their friends and family.

5.2 Impact on the Environment

The development of depression can also be influenced by environmental variables such as

pollution, natural catastrophes, and climate change. It has been demonstrated that nature has

beneficial effects on mental health, including lowering anxiety and sadness. This has been

proven by the use of ecotherapy, which includes participating in outdoor activities in the natural

environment. Additionally, studies have shown that bright light areas, both natural and artificial,

can boost mood and lessen signs of anxiety and depression. For instance, it has been found that

people who are exposed to air pollution have higher rates of depression, and people who suffer

natural catastrophes may have traumatic experiences that make them depressed. The effects of

depression on the environment can be lessened by taking antidepressants, getting treatment, and

engaging in outside activities. It has been demonstrated that therapies that involve nature, such as

ecotherapy, are very successful at easing the symptoms of depression. Additionally, lowering the

risk of depression and its accompanying environmental effects can be achieved through

expanding access to mental health treatments in environmentally susceptible locations.
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5.3 Ethical Aspects

Many ethical concerns regarding patient safety, effective illness management, and the restoration

of individual autonomy are raised by the treatment of depression, which includes crises and

deeply ingrained feelings of sadness and misery in patients. The ethical issues of confidentiality,

empathy, fairness, non-discrimination, expertise, trust, and other imprecise ideas commonly

come up in psychiatrists' day-to-day work. Study in psychiatry must be conducted ethically,

keeping the rights and privileges of research subjects in mind, much like research in other areas

of medicine. Ethics provides guidelines for professional conduct and decision-making.

5.4 Sustainability Plan

To make sure that the research findings are effectively applied and sustained, collaborate with

key stakeholders such as mental health groups, healthcare providers, and governmental

organizations. Disseminate the study's findings to a large audience, including those in the mental

health field, those in the medical field, decision-makers in politics, and members of the general

public, using a variety of media channels like scholarly publications, conferences, and public

forums. Keep a close eye on how the research findings are affecting procedures and results in the

field of mental health, and make changes as needed. Evaluate and quantify the research's effects

throughout time, and adjust as necessary to increase sustainability. Looking for sources of

funding that have an emphasis on sustainability and encourage research methods that are

respectful of the environment.
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CHAPTER 6

SUMMARY, CONCLUSION & FUTURE WORK

6.1 Summary

Gathering the Bengali dataset is a significant challenge also, people share their opinions,

including a lot of spelling mistakes, and while we can effectively construct a model that yields

quite excellent outcomes, our model has a few drawbacks too. The likelihood of accuracy could

be significantly increased if we can gather a lot of datasets. Because there are no Bengali datasets

available online, it is very time-consuming to collect them manually from social media.

6.2 Conclusion

The method we've outlined in the research paper focuses on analyzing and assessing Bengali text

from social networks to classify it into two categories: depressive and non-depressive. To do this,

six different types of machine learning classification methods are utilized, including SVM.

According to the evaluation's findings in the research report, SVM had the highest accuracy

among the six machine learning algorithms employed to categorize the Bengali text, scoring

75.28%. Although a few algorithms had lower accuracy scores of 74.33%, 74.42%, 73.18%, and

68%, the LR, CB, NB, and DT algorithms still did well. With a score of 63.88%, the accuracy of

the KNN method was the lowest. The SVM algorithm is the best option for this particular

dataset, according to these results, even though the other algorithms performed quite well. The

SVM algorithm's high accuracy score enables it to accurately classify a large portion of the text

samples as depressive or non-depressive, offering important insights into depression in the

Bengali-speaking community. The use of this model is expected to provide better predictions and

higher precision in the classification of the text. By leveraging the power of machine learning,

the research aims to accurately categorize the text and gain deeper insights into depression in the

Bengali-speaking community.
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6.3 Implication for Further Study

The use of machine learning algorithms, which can be trained to spot patterns in the data that are

indicative of specific genders and emotional states, is another way that gender and depression

levels may be quantified using social media data. A large collection of social media postings that

have been classified as coming from men or women, for instance, might be used to train an

algorithm, which would then use this training to determine the gender of fresh, unseen posts.

Similar to this, an algorithm may be trained on a dataset of social media postings that have been

annotated with the emotional state of the author (such as happy, sad, or depressed), and then

utilize this training to anticipate the emotional condition of a fresh, unread messages.
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