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ABSTRACT 

 

Heart failure (HF) is currently the leading cause of morbidity and mortality worldwide. 

Diagnosis of a medical condition is difficult and time-consuming in medical science.  

Whereas Machine learning (ML) techniques can help reduce HF’s mortality rate by 

providing early warnings. It would be more promising and accurate when we have 

significant data and features. In this paper, we incorporate different ML methods with 

significant features which can serve as warnings at the early stages. Initially, general 

preprocessing techniques are applied in the Kaggle heart failure dataset and introduce the 

SMOTETOMEK-BOOST method for handling imbalanced class problems. Then two 

well-known feature selection techniques Feature Importance by Random Forest and 

Information Gain are applied purpose of reducing the dimensions of the data and selecting 

the most significant features. All different feature sets are trained with Decision Tree (DT), 

Extra Tree (ET), Gradient Boost (GB), and Support Vector Machine (SVM), along with 

presenting a hybrid classifier named CBCEC by combining the best-performing classifier 

with two ensemble methods. Experimental results demonstrate that the proposed CBCEC 

model performs the highest results of 93.67% accuracy with Feature Importance (FI) based 

feature selection. Finally, explain the global behaviors of the best-performing features set 

by applying an explainable method named the Partial Dependence Plot (PDP). 

 

Keywords: Heart failure, SMOTETOMEK-BOOST, Feature selection, Ensemble method, 

Explainable AI. 
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CHAPTER 1 

INTRODUCTION 

 

1.1 Introduction 

Recently heart disease is the most common and becoming the leading cause of disease 

worldwide [1]. The healthcare systems are facing tremendous risk and burden due to the 

rise in heart disease with high death rates. Various risk factors such as diabetes, thyroid, 

high blood pressure, high cholesterol, and abnormal pulse are contributing to heart disease 

is difficult to identify and growing rapidly [2]. Several non-lifestyle risk factors, such as 

age, gender, family history, and high levels of fibrinogen, must also be considered [3]. The 

symptoms include weight gain, nausea, extreme fatigue, shortness of breath, chest pain, 

anxiety, weakness in the legs or arms, etc [4]. 

Women are felling heart failure (HF) more than men [5] and older are at absolute risk than 

younger for developing HF [6]. Worldwide every year approximately 17.9 million people 

die cause of the cardiovascular disease (CVD) which has a higher prevalence in Asia [7]. 

One person dies every 36 seconds in the United States due to CVD [8]. Basically, the death 

rate for individuals with heart failure after discharge from the hospital is 10.4% at 30 days, 

22% at 1 year, and 42.3% at 5 years [9]. 

 

1.2 Motivation 

It is crucial to examine the sign of heart disease as soon as possible to start management 

with counseling and medicines. Electrocardiograms and angiograms are considered the 

most standard and noninvasive tests to examine heart disease. Although it is quick and 

simple to do, it may overlook asymptomatic people and instead diagnose those with a 

normal electrocardiogram rhythm. Additionally, there are certain drawbacks to using the 

electrocardiogram as a prognostic tool to forecast future CHD [3]. On the other hand, 

angiograms are quite expensive, limiting accessibility to low-income families. Some 

additional tests might be required including blood tests, chest X-rays, echocardiogram, 

blood pressure monitoring, and stress tests to examine heart disease, these are very 

complex, time-consuming, and expensive. 
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As a result, researchers are nowadays concentering on machine learning (ML) techniques 

to diagnose heart disease, which can save time, money, resources, many lives, and burden 

on clinicians. Early identification of HF would make it possible to explore pharmacological 

and lifestyle changes that might reduce the course of the disease and enhance patient 

outcomes. ML algorithms are one of the most significant developments in recent years to 

avoid many diseases by providing early warnings. It is used in the process of examining 

data to uncover hidden information that can be utilized to make critical decisions in the 

future.  

Numerous methods have been investigated by researchers to predict heart failure from the 

same dataset that we selected. Such as Zahid et al. [11] proposed two different gender-

based models to predict mortality. Chicco et al. [12] analyzed the performance of machine 

learning with only two features. However, should also concenter on other significant 

features which have a high impact on heart failure. Abid et al. [8] explore the most risk 

factor using a feature selection technique. They utilized SMOTE to overcome data 

imbalance techniques. But SMOTE might generate noisy and uninformative samples [10], 

where ML algorithms are more effective when trained on proper data. Afterward, Minh 

[13], and Saurav Mishra [14] worked with this dataset for proper survival prediction. 

However, still, numerous improvements are needed in this area, including selecting the 

most significant features, improving results with an effective classifier, and exploiting the 

hidden factors using explainable AI, though none of the existing studies utilized any 

explainable technique.  

 

1.3 Rationale of the Study 

The main objective of this research is to warn at the early stages which reduce the mortality 

rate of HF by an effective classifier with proper data and significant features. Hence 

balance the target class, we propose SMOTETOMEK-Boost, a combined method of 

SMOTETomek (SMOTE for over-sampling and Tomek links for under-sampling) and 

boosting. Where SMOTETomek is a fantastic technique to get away from SMOTE's 

drawbacks [30]. Substantially, combining over and under-sampling strategies with an 
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ensemble classifier increases the effectiveness of data [21]. Feature Importance [8] [16] 

and Information Gain [14] [18] are utilized to extract significant features of the disease. 

For training data, we employ four well-known traditional classifiers named Decision Tree, 

Gradient Boost, Support Vector Machine, and Extra Tree classifiers. Specially, we 

proposed one hybrid classifier, which combined two ensemble classifiers name Bagging 

(BG) and Voting (VT) with the best-performing general classifier. While the BG method 

is useful for reducing variance with maintaining bias [29]. On the other hand, the VT 

method would be more significant when using two or more classifiers as base estimators 

[31], here we have done it as. Alongside, the main motive for applying these two 

combination methods (SMOTETOMEK-Boost and CBCEC) is existing studies [3] [8] [17] 

are recommended using multiple combinational machine learning and ensemble models in 

the future to predict HF. However, the major contributions of this research are as follows: 

• Overcome data imbalance issues by SMOTETomek, which is a hybrid method of 

oversampling and under-sampling. At the same time injects this method at each 

boosting iteration by Ada Boost classifiers.  

• Propose a hybrid classifier by combining the best-performing classifiers with some 

ensemble methods of Bagging and Voting. 

• Generate the global explanations of each feature based on the output features by 

PDP, so that stakeholders are notified to know the riskiest value range. 

1.4 Research question  

• What is the status and impact of HF worldwide? 

• Which phases are in the existing research?? 

• How are the SMOTE flaws addressed by the Tomek-link and Boosting methods? 

• Which features are most significant for interpreting HF results? 

• For which set of parameters the general classifiers are performed best? 

• How does the combined ensemble classifier get multiple advantages compared to 

the individual classifier? 

• What is the riskiest range of features, which affected HF mostly?  
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1.5 Expected Outcomes 

• Proposed a combined method to balance data and overcome the drawbacks of 

SMOTE.  

• Identify the most significant features of HF. 

• Determine the best-performing general classifier for combining our intended 

proposed classifier. 

• Proposed an effectively combined classifier that can able to outperform the general 

classifiers. 

• Generate the proper dependence between the target and input feature, so that 

stockholders would aware of his cases. 

• The major aim is effectively to warn HF at the early stages to reduce mortality.  

 

1.6 Research Objectives 

• To make classification smooth and efficient 

• To generate better outcome comparing to the other related works 

• To raise public awareness to the heart failure patient 

 

1.7 Report Layout 

The contains of this research paper are as follows: 

• In chapter 1 we have discussed about introduction, motivation, rationale, question, 

and objective of our research. 

• Chapter 2 examines the related works as well as comparative analysis and summary 

of existing research. 

• Research methodologies are discussed in chapter 3, which includes the research 

subject and instruments, data collection, data preprocessing, feature selection, ML 

classifiers, and hyperparameter tuning. 

• The experimental results and discussion are held in chapter 4. 

• The 6th chapter described the conclusion and future work part.  
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CHAPTER 2 

BACKGROUND STUDY 

 

2.1 Related Works 

Nowadays ML can serve to solve a vast number of problems in the healthcare area. There 

are some previous studies already on HF, where researchers commonly used some ML 

techniques to compare different methods, try to generate high-risk features, and detect or 

predicted HF.  

For example, Lorenzoni et al. [15] compared the performance of eight machine learning 

classifiers including support vector machine (SVM) for the prediction of heart failure 

patients. They find the highest accuracy from the GLMN classifier as 81.2%. Minh et al. 

[13] compared the results of seven machine learning classifiers including SVM and 

Decision Tree (DT) after applying the grey wolf optimization feature selection method. 

They got the highest accuracy of 85% from the random forest classifiers. After comparing 

all results, it is observed that the decision tree generates the highest accuracy of 85.33%.  

ABID et al. [8] tried to find significant features with some effective data mining techniques 

for boosting the accuracy of HF patients. SMOTE and feature importance methods were 

employed for data balancing and finding the most risk features respectively. Then applied 

a variety of classification models, including Decision Tree, Gradient Boost, Extra Tree, 

and SVM, where Extra Tree outperforms other models and achieved a 0.9262 accuracy.  

Lal Hussain et al. [16] used high-rank features to detect HF or normal class. They employ 

a variety of highly potent machine learning approaches, where SVM achieves the top 

detection performance in terms of 88.79% accuracy when using all multimodal features.  

Dafni et al. [18] used some ML approaches to address the HF diagnosis. This work was 

ongoing on several preprocessing steps including missing values removal, outlier 

detection, and balance data. LMT and ROT classifiers with various feature combinations 

produced the best accuracy results even though when using simple clinical features.  
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A few researchers presented some hybrid and ensemble methods in their studies. Such as 

Mohan et al. [17] presented a hybrid model (HRFLM) for the prediction of heart disease. 

In order to enhance the training of machine learning models, the authors also proposed a 

novel feature selection strategy. The presented model was found to be 88.7% accurate. The 

two-tier ensemble model, devised by Tama et al. [3] uses some classifiers as base classifiers 

for another ensemble. Extreme Gradient Boosting, Random Forest, and Gradient Boosting 

Machine class labels are used to create the suggested stacking architecture. Four different 

types of datasets are used to evaluate their suggested detection model, where this model 

generated robust results. Pronab et al. [7] employed some ensemble methods like bagging 

and boosting for the effective prediction of heart disease. Random Forest, Decision Tree, 

Gradient Boost, KNN, and Ada Boost were employed, along with integrating these 

classifiers with the bagging and boosting method. Comparison of all classifiers RFBM 

produced the highest accuracy. Raza et al. [19] proposed an ensemble architecture with a 

majority vote. To forecast heart illness in a patient, it incorporated logistic regression, 

multilayer perceptron, and naive Bayes. A classification accuracy of 88.88% was attained, 

which was outperforming all base classifiers.  

2.2 Comparative analysis and summary 

This review section showed that previous works have tried to predict heart failure and heart 

disease on different datasets, table 1 holds an overall summary.  For comparison of ML 

methods [13] [15] have used multiple ML methodologies. However, they needed to 

improve accuracy with better evaluation for usefulness in clinical practice. Other works [8] 

[16] purpose to determine the most significant features to classify HF. However, applying 

two or more different feature selections can help to select the most significant features by 

comparing their results. Some hybrid classifiers were proposed in [3] [7] [17] [19] by 

combining the general classifiers with ensemble methods. They combined the general 

classifier with only one ensemble classifier and compared their results. Where combining 

two or more ensemble classifiers in the proper order might enhance the multiple advantages 

and makes the efficient classifier.  Some well-known traditional classifiers DT [3] [7] [8] 

[13] [17], GB [3] [7] [8] [17], and SVM [8] [13] [16] have been used mostly. However, we 
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have implemented these classifiers along with several different ML approaches. The hyper 

parameter tuning is utilized to improve the performing outcome such as accuracy, 

precision, recall, f1-score, and AUC score. 

TABLE 1: Summary of the existing researches. 

Year 

& 

Reference  

Data 

Collection 

Number 

of 

instances 

Classes Reduce 

Imbalance 

Issues 

Performing 

Classifiers 

Best 

Performing 

Classifier 

Performance 

Results 

2022  

[14] 

Faisalabad 

Institute of 

Cardiology 

299 2 SMOTE SVM, DT, 

RF, LGBM 

SVM ACC = 

83.33%, PRE 

= 86.36% 

2021  

[8] 

UCI 299 2  SMOTE DT, RF, 

ETC, SVM, 

GB 

ETC ACC = 

0.9262% 

2021 

[17] 

Physionet 

databases 

-- 3 -- DT, SVM 

Gaussian,  

SVM 

Gaussian 

ACC = 

88.79%, 

AUC = 

94.41% 

2021 

[13] 

UCI 299 2 -- DT, SVM, 

KNN, RF, 

GWO-LMP 

GWO-

MLP 

ACC = 87% 

2021 

[18] 

(UCD) 

Ireland and 

University 

Hospital of 

Ioannina 

487 3 SMOTE 

Undersampling 

DT, RF, 

KNN, SVM, 

LMT, ROT 

ROT ACC = 

91.23%, 

REC = 

93.83% 

2020 

[11] 

Faisalabad 

Institute of 

Cardiology  

299 2 -- RF, DT, 

SVM, KNN, 

GB 

RF ACC = 74%, 

AUC = 80% 

2020 

[3] 

Z-Alizadeh 

Sani, 

Statlog, 

Cleveland, 

Hungarian 

303, 261, 

303, 294 

2 -- RF, DT, 

PSO, GB 

PSO ACC = 98, 

93, 85, 91% 
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2019  

[23] 

UCI 270 2 -- LR, NB, 

MLP, Voting 

Voting ACC = 

88.88% 

2019 

[21] 

UCI 303 2 -- DT, RF, 

SVM, GB, 

HRFLM 

HRFLM ACC = 

88.7% 
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                                                            CHAPTER 3 

RESEARCH METHODOLOGY 

 

3.1 Research Subject and Instrumentation 

In this paper, our main aim is to incorporate different ML methods with significant features 

which can serve as warnings at the early stages. This research is across several machine 

learning approaches like data collection, data preprocessing, feature selection, ML 

classifiers, and explainable AI. Figure 1 holds the working methodology of our study. 

Some necessary libraries are utilized for this study like Python 3.5, NumPy, Pandas, 

GridsearchCV, etc.  

 

Figure 1: Flow of the working procedure. 

 

3.2 Data Collection  

For this research, a heart failure clinical dataset is driven from the Kaggle data repository 

[20]. This dataset contains 299 medical records with 13 clinical features, these are collected 

during the follow-up period. The last feature name DEATH_EVENT is the target class, 1 

is for dead and 0 is for alive. Where 203 dead cases and 96 alive cases are reported. The 

full overview of this dataset is provided in table 2.  
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TABLE 2: Dataset explanations. 

Feature Name Explanation Measurement Range 

Age Patient age Years 40 - 95 

Anaemia Decrease of red blood cells or 

hemoglobin 

Boolean 0 (no), 1 (yes) 

High blood pressure 

(H_b_p) 

If the patient has blood 

pressure 

Boolean 0 (no), 1 (yes) 

Creatinine 

phosphokinase (Cr_ph) 

Level of the CPK enzyme in 

the blood 

Mgc/L 23-7861 

Diabetes If the patient has diabetes Boolean 0 (no), 1(yes) 

Ejection fraction (Ej_fr) Blood leaving percentage Percentage 14-80 

Sex Man or woman Binary 0 (woman), 1 

(man) 

Platelets Platelets in the blood  kiloplatelets/mL 25.01 - 850.00 

Serum creatinine (Se_cr) Level of creatinine in the 

blood 

mg/dL 0.50 - 9.40 

Serum sodium (Se_so) Level of sodium in the blood mg/dL 114 - 148 

Smoking  If patients smoke Boolean 0 (no), 1(yes) 

Time Follow-up period  Days 4 - 285 

DEATH_EVENT 

(target) 

If the patient died in the 

follow-up period 

Boolean 0 (alive), 

1(dead) 

 

3.3 Data Preprocessing 

The selected dataset for this study is almost clean and preprocessed. There are no missing 

values are containing in this dataset. However, Creatinine phosphokinase and Platelets 

features have huge differences between one value from another. It may delay decision-

making, and overcome this issue by min-max scaling. Which converts the feature values 

into a range, quickly learns an algorithm, and is essential for improving results.  

One more issue we need to handle is the imbalance of the dataset. The synthetic minority 

oversampling technique (SMOTE) is one of the famous approach for balancing data and 

researchers mostly use it [8] [14]. But SMOTE has the potential to produce noisy and 

useless samples. SMOTE-Tomek is a combination of over and under-sampling techniques 

for dealing with imbalance issues and overcoming the drawbacks of SMOTE [30]. Which 

combines SMOTE to produce synthetic data for the minority class and Tomek connections 

to eliminate the data that the majority class has designated as Tomek links. It is more 
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effective when combining over and under-sampling techniques with an ensemble classifier 

[21]. Since data from the minority class is frequently misclassified, more weight is added 

to this class with each iteration, boosting algorithms particularly beneficial for this problem 

[22]. Hence applied the boosting procedure AdaBoost (AB) at the same time with SMOTE-

Tomek, which injects SMOTE-Tomek at each boosting iteration. The advantage of this 

method is that SMOTE-Tomek provides more samples of the minority class at each 

boosting stage while boosting offers equal weights to all misclassified data. Fig 2 illustrates 

the process of SMOTETOMEK-Boost. 

 

Figure 2: Process of SMOTETOMEK-BOOST. 

 

3.4 Feature Selection 

By choosing the most crucial variables and removing irrelevant features, feature selection 

enhances machine learning and boosts the prediction power of machine learning 

algorithms. Here, feature importance and information gain are employed to choose the 

significant features.  
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Figure 3: Significant features from two feature selection methods. 

The selection method known as feature importance (FI) assigns a score to input features 

depending on how essential they are to the prediction of the outcome. In essence, it 

demonstrates the extent to which a particular variable is beneficial for a given model and 

prediction. As a technique for ML model interpretability, FI is also frequently employed. 

Random forest is fit with the FI method to evaluate the feature ranking. Information gain 

(IG) is mostly used to compute each variable's gain of the target variable. It is mainly an 

entropy-based feature selection method. The major factor used to determine IG is how 

much of a phrase may be used to categorize information. We have selected the top 10 

features from these feature selections based on their importance rank. Figure 3 has 

demonstrated these features. Then, the processed dataset and the reduction of feature sets 

are split into 80% for training and 20% for testing.  

 

3.5 ML Classifiers Description 

For detecting heart failure, we have employed four traditional classifiers such as decision 

tree, gradient boost, support vector machine, and extra tree classifier. Along with 

presenting a combinational ensemble classifier named CBCEC.  
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3.5.1 Decision Tree 

Decision Tree (DT) is thought the most well-known technique for representing classifiers 

in data classification. It is mostly used to handle non-linear data sets efficiently and is 

helpful for machine learning since they divide complex data into easier-to-handle 

components [23]. DT is one of the effective techniques frequently employed in a variety 

of domains, including pattern recognition, image processing, and machine learning [24].  

3.5.2 Gradient Boost 

Gradient boost (GB) is a method that stands out for many weak classifiers working together 

to create a strong classifier. It works based on the concept of the decision tree. The decision 

criteria of XGBoost, a scalable ensemble method based on gradient boosting, are identical 

to those of decision trees [25]. GB can strong enough to uncover nonlinear relationships 

between any model target and features [26]. 

3.5.3 Support Vector Machine 

Support vector machine (SVM) is a potent yet adaptable supervised machine learning 

technique that, in essence, represents several classes in a multidimensional space using a 

hyperplane. Models based on SVM are particular difficulties that can benefit from 

measurements that can easily be utilized to refine the remedy [27]. Normal SVM is not 

appropriate for classifying huge data sets, despite its strong theoretical underpinnings and 

high classification accuracy. 

3.5.4 Extra Tree 

Extra tree (ET) classifier fit randomized decision trees on various subsamples of the dataset 

that were primarily based on decision trees. The initial training sample is used to build each 

decision tree in the ET forest. It utilizes the idea of averaging to improve accuracy as well 

as control over data fitting [28].  
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Algorithms 1: Illustrates the procedure of our proposed classifiers. 

 

3.5.5 Combining Best Classifier with Two Ensemble Classifiers 

Nowadays researchers would like to train data with hybrid or combined classifiers to get 

multiple benefits [3] [8] [17], while individual classifiers are sometimes does not able to 

reach the desired level [43]. Hence proposed CBCEC classifier, which is a combination of 

one general and two ensemble classifiers BG and VT. The ensemble classifiers would be 

grateful to reduce overfitting and underfitting issues [44]. BG mainly works on 

Input: Number of base classifiers, 𝐵𝐶 = 𝐵𝐶1 𝑡𝑜 𝐵𝐶4 .  Number of bootstrap samples = 𝐵.  

Training data,   Dtrain = ∑ (ai, bi)
n
i=1  .   

Output: Combined classifier 𝐶𝐵𝐶𝐸𝐶 to classify having risk of heart failure or not.     

START: 

Step1: Compute the best performing classifier from traditional classifiers. 

   𝒇𝒐𝒓 𝑖 =  1;  𝑖 <= 4;  𝑖 + +  𝒅𝒐 

              B − PC =  Train{DT(Dtrain), GB(Dtrain), SVM(Dtrain), ET(Dtrain)} 

    𝒆𝒏𝒅 𝒇𝒐𝒓 

    B − PC =  Maxacc{DT(Dtrain), GB(Dtrain), SVM(Dtrain), ET(Dtrain)} 

Step2: Apply the best performing classifier as a base estimator on Bagging. 

    𝒇𝒐𝒓  𝑗 =  1;  𝑗 <= 𝐵;  𝑗 + + 𝒅𝒐 

              𝐷𝑗, … … 𝐷𝐵 = 𝐵𝑜𝑜𝑠𝑡𝑟𝑎𝑝(𝐷𝑡𝑟𝑎𝑖𝑛) 

    𝒆𝒏𝒅 𝒇𝒐𝒓 

    𝒇𝒐𝒓  𝑏 =  1;  𝑏 <= 𝐵;  𝑏 + + 𝒅𝒐 

              B − BG = aggregate{B − PC(Db), … … . , B − PC(DB)} 

     𝒆𝒏𝒅 𝒇𝒐𝒓 

Step3: Combine the best performing classifier and the integrate classifiers of Bagging with soft  

Voting. 

     𝒇𝒐𝒓 𝑚 = 1; 𝑚 <= 2;  𝑚 + + 𝒅𝒐  

             CBCEC = agrmax{B − PC(Dtrain), B − BG(Dtrain)} 
     𝒆𝒏𝒅 𝒇𝒐𝒓 
     𝑹𝒆𝒕𝒖𝒓𝒏 𝐶𝐵𝐶𝐸𝐶 
     𝑬𝑵𝑫 
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bootstrapping (creating some bootstrap data samples from the data) and aggregating 

(aggregating the individual prediction from each bootstrap sample). VT works on training 

multiple models together and combining the predictions.  

 

Figure 4: Working diagram of our proposed model. 

First of all, we determine the best-performing classifier by comparing the results of our 

four general classifiers as 𝐵 − 𝑃𝐶. Then set the 𝐵 − 𝑃𝐶 as a base estimator and parallelly 

fit from the generated bootstrap samples of BG, let as B-BG.  

𝐵 − 𝐵𝐺 = {𝐵 − 𝑃𝐶(𝐷𝑏), … … . , 𝐵 − 𝑃𝐶(𝐷𝐵)} 

Here, 𝐷𝑏 and 𝐷𝐵 are the first and last bootstrap samples respectively. This method could 

be superior in reducing variance [29]. Another ensemble method VT can perform well 

when two or more base classifiers are integrated together [31]. Hence finally integrates 

best-performing classifiers (B-PC) and hybrid boosting classifier (B-BG) with the help of 
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the soft voting. This type of voting works with all classifiers and generates the average 

probability score for all classes, finally the highest average prediction is selected to create 

the final prediction. Evaluate as, 

𝐶𝐵𝐶𝐸𝐶 = 𝑎𝑔𝑟𝑚𝑎𝑥{𝐵 − 𝑃𝐶(𝐷𝑡𝑟𝑎𝑖𝑛), 𝐵 − 𝐵𝐺(𝐷𝑡𝑟𝑎𝑖𝑛)} 

Here, 𝐷𝑡𝑟𝑎𝑖𝑛 is the traning instances, algorithm 1 holds the procedure of 𝐶𝐵𝐶𝐸𝐶 classifier. 

For better understanding a working diagram of our proposed algorithm are provided in 

figure 4. 

3.6 Hyper parameter Tuning 

Substantially, we utilized the hyperparameter technique to control the learning process. It 

significantly reduces the loss of function and improves the performance of the ML model 

[32]. In the tuning process, we used the GridSearchCV method, which can search through 

a model's optimal parameter values from the given grid of parameters. Table 3 illustrates 

the best parameter of our employed traditional classifiers for different feature sets. 

Afterward, the best performing classifier is integrated into some ensemble classifiers with 

the same parameters and set as the default parameter of all ensemble classifiers during the 

proposed model. 

 

TABLE 3: Utilized parameters for different feature sets. 

 DT GB SVM ET CBCEC 

All 

feature

s 

max_depth = 

5, 

random_stat

e = 5, 

criterion = 

‘entropy’, 

splitter = 

‘best’ 

max_depth = 

1, 

random_stat

e = 5, loss = 

‘log_loss’, 

learning_rate 

= 0.2 

degree = 1, 

random_stat

e = 5, kernel 

= ‘linear’ 

n_estimator 

= 10, 

random_stat

e = 10, 

criterion = 

‘entropy’, 

max_features 

= ‘sqrt’ 

 

BG = 

[base_estimator = 

‘B-PC’, 

random_state=10

] 

VT = 

[base_estimator = 

‘B-PC, B-BG’, type 

= ‘soft’] 
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FI 

feature

s 

max_depth = 

8, 

random_stat

e = 15, 

criterion = 

‘gini’, splitter 

= ‘best’ 

max_depth = 

3, 

random_stat

e = 20, loss = 

‘log_loss’, 

learning_rate 

= 0.1 

degree = 1, 

random_stat

e = 5, kernel 

= ‘rbf’ 

n_estimator 

= 8, 

random_stat

e = 15, 

criterion = 

‘gini’, 

max_features 

= ‘sqrt’ 

 

BG = 

[base_estimator = 

‘B-PC’, 

random_state=10

] 

VT = 

[base_estimator = 

‘B-PC, B-BG’, type 

= ‘soft’] 

IG 

feature

s 

max_depth = 

5, 

random_stat

e = 20, 

criterion = 

‘gini’, splitter 

= ‘best’ 

max_depth = 

4, 

random_stat

e = 20, loss = 

‘log_loss’, 

learning_rate 

= 0.1 

degree = 1, 

random_stat

e = 10, kernel 

= ‘rbf’ 

n_estimator 

= 7, 

random_stat

e = 10, 

criterion = 

‘gini’, 

max_features 

= ‘sqrt’ 

 

BG = 

[base_estimator = 

‘B-PC’, 

random_state=10

] VT = 

[base_estimator = 

‘B-PC, B-BG’, type 

= ‘soft’] 
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CHAPTER 4 

EXPERIMENTAL RESULTS AND DISCUSSIONS 

 

In this section, we discussed all the experimental results for our proposed work. For proper 

evaluation, several classification results are measured for all features, FI and IG-based 

selected features, after applying SMOTETOMEK-BOOST.  

4.1 Comparison of all the performed results 

We compare all the classifier’s results on different three feature sets based on accuracy, 

precision, recall, f1-score, AUC score, and computational time. 

4.1.1 Accuracy 

The accuracy of a machine learning model is a measurement used to assess which model 

performs the best at finding relationships and trends between variables in a dataset based 

on their training data. Fig 4 shows the accuracy of different classifiers like DT, GB, SVM, 

ET, and CBCEC respectively.  

 

Figure 5: Accuracy on the different feature sets. 

Considering all features, the best accuracy is obtained by CBCEC which is 89.74%, 

whereas ET, GB, and DT gain 84.61%, 87.17%, and 83.33% respectively. Then when 

considering FI features DT and ET gained almost the same result of 86.07% and 88.60%. 
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However, results are seriously better for the proposed classifier CBCEC with 93.67%. We 

get 87.34%, 88.60%, and 77.21% accuracy for DT, ET, and SVM classifiers respectively 

with the IG features. Comparing those features on different classifiers based on the 

accuracy we found our proposed classifier CBCEC obtained outperformed with FI-based 

features.   

4.1.2 Precision 

Precision refers is how good the model is at predicting a specific category. It is determined 

by dividing the total number of correctly anticipated positive examples by the ratio of 

correctly predicted positive examples.  

 

Figure 6: Precision on the different feature sets. 

Considering all features, the proposed CBCEC classifiers performed the highest precision 

score as 89.47%. When applied to the FI features, GB and CBCEC gained good accuracy 

of 92.57% and 94.02%. For the IG features, DT and ET achieved almost the same result. 

Here, SVM gained the lowest result between 77 to 78% in all different feature sets. 

4.1.3 Recall 

The recall gauges how well the model can identify Positive samples. The more positive 

samples that are identified, the larger the recall. Fig 6 shows the recall scores for the 

different algorithms and feature sets. 

70

75

80

85

90

95

100

All features FI features IG features

Sc
o

re
(%

)

DT

GB

SVM

ET

CBCEC



©Daffodil International University                                                                                                           20 

 

 

Figure 7: Recall on the different feature sets. 

4.1.4 F1-Score 

One of the most essential evaluation metrics in machine learning is the f1-score. It is the 

harmonic mean of precision and recall. The outcomes of the f1-Score are displayed in Fig 

7.  

 

Figure 8: F1-score on the different feature sets. 

For All features, DT, GB, ET, and CBCEC are performed mostly 80% to 90%. Considering 

IG features the highest f1-score is 92.39% achieved with the CBCEC and the lowest F1 

Score is 77.18% generated with SVM, the same as like in the other two feature sets. 
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4.1.5 AUC score 

Another important evaluation metric is AUC, which is computed by adjusting the value in 

the matrix. In fig 8 the AUC plot shows for three different feature sets with the score. 

Where CBCEC classifiers generated the overall highest AUC score of 98% with FI-based 

selected features. 

 

Figure 9: AUC scores on the different feature sets. 

 

4.1.6 Compilation Time 

We have measured the computational time for our performing classifiers. Table 4 shows 

the computational time of all classifiers with different features, which are measured in 

milliseconds.  According to all different feature sets, CBCEC has the highest runtime for 

compilation of 1351, 957, and 754ms on all, FI, and IG-based features respectively. On the 

other hand, DT has the lowest runtime of 15.3, 12.2, and 11.8ms in those features. 
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TABLE 4: Compilation times on the different feature sets measured in milliseconds. 

 DT GB SVM ET CBCEC 

All features 15.3 106 82.8 53.2 1351 

FI features 12.2 105 77.1 26.3 957 

IG features 11.8 82.6 53.6 24.5 754 

 

According to the experimental results, we can assert that supervised machine learning 

models can serve to warn efficiently of heart failure patients. From the general classifiers 

GB performed the highest results than the other three classifiers, hence we were 

determining GB as the best-performing classifier and proposed our intended classifier by 

combining with it. Furthermore, FI-based feature selection produced better results than all 

and IG features. Therefore, FI-selected features have a greater impact than others. 

 

4.2 Global Behaviors of Most Impactful Features 

The explainable AI would greatly facilitate the implementation of AI/ML in the medical 

domain, notably through fostering transparency and trust. In the healthcare sector, it is 

crucial to understand which factors are most likely affected by the disease. Hence, we 

generate the global explanations of the most ten significant features (from FI) by using the 

Partial Dependence Plot (PDP). The PDP generates the dependence between the target 

feature and the set of input features. Earlier in the preprocessing stages, we scaled Cr_ph 

and Platelets feature. Here in the PDP, without scaling data are fitted to provide the right 

value range of features. Fig 8 displays the PDP plot for FI-based features. The y-axis holds 

the partial dependence of the feature and the x-axis holds the value of the feature. The 

minor ticks on the x-axis represent the diverse values of the features. 
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Figure 10: Displays the PDP plot for the most impactful features. 

From these plots, we determine the riskiest value or classes of each feature, so that the 

stakeholders/patients can be aware of their cases. Along with we attach existing 

justification, which provides more clarification of our study. Table 5 describes the riskiest 

value ranges or classes from the PDP plots with the existing justifications. 
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TABLE 5: Determine the riskiest value of the most impactful features. 

Feature Riskiest value range or classes Existing Justification 

Time Within 4 - 40 follow-up days Recommended follow-up within 14 days. [33] 

Se_cr Within 1.5 – 3.5 mg/dl A higher Se_cr value can increase mortality. [34] 

Ej_fa Within 14 – 20 percent Below 30% is severely abnormal Ej_fa. [35] 

Age Within 70 – 95 years HF mostly occurs in older people. [36] 

Cr_ph Within 200 – 2500 mcg/L 10 – 120 mcg/L is normal, otherwise abnormal. 

[37] 

Platelets <100000 and >350000 per uL Moderate to severe platelets <100000 per uL. 

[38] 

Se_so Within 114 – 130 mEq/L <135 mEq/L is the prevalence value of Se_so in 

HF. [39] 

Sex Women Women are more likely to be affected by HF 

than men. [40] 

Diabetics Having diabetics People with diabetes are more susceptible to HF. 

[41] 

Smoking If smoke Smoking can cause HF. [42] 

 

4.3 Comparison with Existing Studies 

Comparing research results with prior studies provides a fresh perspective on the topic that 

may be useful for any future investigations in the area. The proposed CBCEC classifier 

obtains robust outcomes for all different feature sets with the SMOTETOMEK-Boost 

method. However, the FI-based selected feature outperformed others with the CBCEC 

classifier. Earlier we mention that FI clearly identifies Time, Se_cr, Ej_fa, Age, Cr_ph, 

Platelets, Se_so, Sex, Diabetics, and Smoking. So, our aspect is (SMOTETOMEK-Boost, 

FI-based features, CBCEC classifier) useful in patient care and reduces the mortality rate 

by warning at early stages. These methodologies also outperform existing studies, table 6 

holds it. 
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TABLE 6: Comparison of our aspect with existing studies. 

Author & year Maximum accuracy Performed classifier Time 

Abid & 2021 [8] 92.62% Extra Tree -  

Minh & 2021 [13] 85% Random Forest -  

Saurav & 2022 [14] 83.33% SVM -  

Lorenzoni & 2019 

[15] 

81.2% GLMN -  

Hussain & 2021 [16] 88.79% SVM -  

Mohan & 2019 [17] 88.7% Hybrid (HRFLM) -  

Dafni & 2021 [18] 91.23% Rotation Forest -  

Reza & 2019 [19] 88.88% Voting (Logistic + 

Naïve) 
-  

Our study 93.67% CBCEC     957ms 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



©Daffodil International University                                                                                                           26 

 

CHAPTER 5 

IMPACT ON SOCIETY, ENVIRONMENT AND SUSTAINABILITY 

 

5.1 Impact on society 

Our suggested approach has numerous advantages, both economically and socially. Our 

model, which was created to analyze and identify the crucial elements or characteristics of 

a heart failure patient, is based on real-world data. The ability to inform people about the 

prevalence of heart failure and the available preventative methods is advantageous to 

society. Because of the accurate diagnosis and frequent examinations, we are able to 

recommend early therapy. Because they are more likely to be aware of diseases and be able 

to predict whether they will be afflicted or not. Our approach requires fewer compilations 

and is faster. This makes predicting illnesses simple and accurate. Using advanced 

diagnosis approaches, we have studied the data in our model to determine the underlying 

reason for heart failure. We hope that our suggested course of action will be accepted and 

carried out on a societal level. 

 

5.2 Impact on environment 

Due to the streamlined diagnosis techniques, our suggested paradigm is particularly 

successful in remote places. Using the device model, we can cut down on complexity and 

time. We can be sure that our method will improve the environment because it is simple 

and doesn't have any negative side effects. People don't need to go to metropolitan areas to 

find out if they need to risk developing heart failure. The patient's diagnostic report may 

be simply supplemented by the prediction model, which also forecasts likely outcomes. 

The price of local therapy or the low cost of diagnosing won't worry patients. It is simpler 

and may be used by everyone, regardless of level. 

It is possible to determine whether or not a patient is at risk for heart failure using our 

suggested model. Our suggested model will improve the political and social climate. We 

are confident that if our suggested approach is implemented, the state of medical scientific 

technology will significantly advance. 
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5.3 Sustainability Plan 

We can assure that our proposed model can be accepted by worldwide research and heart 

failure technologies. We are confident our proposed model can be useful among the victim 

who can easily predict their ratio of getting affected by heart failure. If we get proper 

utilities and scope to implement, we can be motivated and we will be ready to implement 

in real life to help the rural areas. We hope our proposed model will be sustainable and 

beneficial. 
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CHAPTER 6 

CONCLUSION AND FUTURE WORK 

 

6.1 Conclusion 

The mortality rate of HF will be reduced through the processing of raw health data of heart 

information using machine learning algorithms. In this study, we aim to provide a machine 

learning-based early warning procedure for the efficient detection of HF. Several ML 

classifiers are employed to detect HF and overcome the data imbalance problem by 

SMOTETOMEK-Boost. Significant improvement in the result section has been noticed 

when reducing the number of selected features by FI and IG feature selection methods. 

Furthermore, our proposed CBCEC classifier performs the overall highest results 

compared to others with FI-based selected features. These experimental results 

demonstrated that the proposed CBCEC classifier can achieve the highest outcomes with 

SMOTETOME-Boost and FI-based feature selection.  

This work has the potential to advance the medical field and help doctors anticipate heart 

failure patients' chances of survival. It also helps to understand the riskiest value ranges or 

classes with the riskiest or impactful features of HF. Thus, patients may readily identify 

the characteristics that affect HF and take medication per basis. 

 

6.2 Future Work 

The utilized dataset in this work is quite small, whereas ML algorithms are likely to yield 

an optimal outcome when it is trained with a much larger dataset. Therefore, future work 

is indeed to work with a larger dataset to identify HF. Specially, we have proposed two 

combined hybrid method SMOTETOMEK-BOOST and CBCEC. Substantially, in future 

we would like to test our suggested aspects using numerous datasets to increase the validity 

and provide further rationale. 
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