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ABSTRACT 
 

Failure and success in the classroom have real-world implications for achieving economic 

success in the knowledge-based economy. Using early detection markers (such as age, reading 

frequency, and CGPA), this research aims to forecast the likelihood of students' academic 

performance in order to provide prompt and effective remediation. On the basis of secondary 

data acquired from students' information systems, a machine learning approach was employed to 

create a model. In this paper, our main aim is to predict student performance for 3 specific factors 

student scientific book reading frequency, extra work conditions, and weekly study time. So we 

are using five machine learning algorithms KNN, Random forest, Decision tree, Linear 

regression, and GBC, and also use almost 1200 student attribute datasets.  For students with extra 

work conditions random forest algorithms given the highest  99 % accuracy. For student scientific 

book reading frequency random forest and decision tree are given the highest 98 % accuracy. For 

students weekly study hours random forest and  KNN given highest 97 % accuracy. 
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CHAPTER 1: INTRODUCTION 

 

 

1.1 Introduction 

In numerous disciplines, including economics, medicine, etc. machine learning algorithms 

have been employed. One of the fields concerned with investigating data trends in a 

learning context is education machine learning. Predicting student performance to enhance 

the current educational environment is one of the most crucial uses. This research attempts 

to predict student performance using a machine learning algorithm. With the help of early 

detection factors (such as work, CGPA) this article aims to forecast the likelihood of 

student academic performance . One way to predict student’s behavior is to use machine 

learning algorithm to analyze past student’s behavior. Machine learning is a technique 

where computer how to learn and comprehend to given parameters. It can be used to find 

out information about the past that can be used to predict the future.  One common method 

is called correlation. That is, it is used to predict whether an outcome will be in one eye 

view (such as graph). It is used to predict a value on a continuous scale. Machine learning 

algorithm can be used to predict student’s behavior in many different ways. For example, 

machine learning algorithm can be used to predict:  

· Whether a student reading frequency during exam time.  

· Whether a student does work along with study. 

· Student scientific temper 

In this paper, we use almost 1200 undergraduate student data  including their real life data 

as like as reading frequency , expected CGPA, expected salary, family condition. We use 

MLA to define student performance during exam and after completing graduation. In order 

to manage resources in higher education institutions and reduce failure, weak students are 

detected so that remediation can also be organized for them. Teachers can also identify 

students who are at risk, allowing them to support at-risk boys and successfully lead weaker 



2 

©Daffodil International University 

 

students [1]. The majority of students spent four years at university unable to acquire the 

essential information and understanding. In  addition to having little technical systems, 

many students leave universities with low test results. They have a very difficult time 

finding employment because students lack both theoretical and practical experience. [2]. 

There are two reasons for this: first, it is important to identify the students who will conduct 

well on the college course exam so that scholarships can be given to them, and second, it 

is even more crucial to determine the students who may struggle so that some sort of 

remediation can be provided to them. Students' academic success is affected by a variety 

of variables, including their prior academic performance, economic situation, family 

background, how they perform on final exams, etc[3].
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1.2 Motivation 

 

Academic achievement and failure serve as important turning points for achieving 

economic success in the knowledge-based economy. The purpose of this work is to predict 

the frequency of students' academic achievement using early identification markers to 

support in timely and effective remediation (such as work and CGPA). 

 

1.3 Objective 

 

In order to better manage resources in tertiary institutions and prevent failure, it is 

important to identify the "weak" pupils so that some sort of remediation can be provided 

for them. 

 

1.4 Expected Outcome 

1.   Professionalism  

2.   Scientific temper  

3.   Reading frequency 
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CHAPTER 2: LITERATURE REVIEW 

 

According to R. Kabra and R. Bichkar [1] work, decision tree algorithm can be utilized to 

create a model that can be used to predict students' success on engineering first-year exam. 

It is evident from the confusion matrix that the true the model's true positive rate for the 

FAIL class is 0.9, which suggests the students most likely to fail are successfully being 

identified by the model. In this case,  we use random sampling of the training data is used 

for each of the many single trees that make up a random forest. Usually, they have better 

accuracy than simple decision trees. The next illustration demonstrates how adding more 

trees increases the decision boundary's accuracy and stability. These students can be taken 

into account for suitable therapy in order to enhance their output. If we take into account 

additional examples and include the attributes that show the present performance (such as 

attendance, test scores, etc.), the model's accuracy is likely to increase. 

Zulfiker [2] the outputs of the basis algorithms were collected using a weighted voting 

approach, and 7 foundation algorithms were used in this work to estimate the student's final 

grades. Additionally, it is obvious from the study that employing the weighted voting 

method to aggregate the base classifiers has improved accuracy 

The study's drawback is that no attempt was made to compare the effectiveness of the 

technique to that of other approaches, as shown by other studies. 

Acharya A [3] This research aims to predict student performance using MLAs. From 

among the five MLA classes, an appropriate representative was selected, trained, and then 

tested. They were shown to predict better outcomes. Thus, educators are in a  position to 

recognize  the exceptional and, more importantly students who might not perform well at 

the end of the term examination. The data set and properties are derived by doing a survey 

of a group of computer science students in a few Kolkata undergraduate colleges. It should 

be noted, a broad nature to the research methods developed. It might be used for both full-

time and distant learning courses, including some that use web-based instruction used. 

While the testing set has 104 instances, the training set has 309 instances. Decision tree are 
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the most practical approach to generate the set, according to a thorough analysis. 

Consequently, C4.5 was employed to create the choice tree Kappa Measurements and F-

Measure were measure the prediction algorithm's effectiveness. Average The training 

dataset's F-Measure value was found to be 0.79. While it was discovered that for the testing 

dataset was 0.66. as of later value appears to be relatively low, possibly as a result of the 

three are only 104 testing examples total similar outcomes are shown by Kappa Statistic as 

well. 

On a number of fronts, the study approaches this report suggests can be improved. First 

off, students who receive less than 40% of the grade have been given a "F." As a result, 

there is no differentiation made between the students who received 38% and those who 

received 10%. Second, a number of students enroll in a course, take the midterm 

examinations, but for one reason or another are unable to take the final exams. Due to a 

missing attribute, these students are not taken into account for prediction. Finally, 

combining multiple classifiers may improve prediction accuracy (CMC). It is also possible 

to use genetic algorithms for this. 

Yakubu [4] In order to predict whether or not students at a private institution in Nigeria 

will attain a passing CGPA, this research will use various methods to identify significant 

factors. The methodology applied was machine learning and the set of data was divided 

into test data (i.e., 30%) and training data (i.e., 70%). 84.7% accuracy was achieved in 

predicting the students' academic success or failure using a logistic regression model to 

analyze the data. Using the test data set, the model's accuracy was then evaluated, and it 

was found to be 83.5% accurate. 

Enughwure [5] Everyone benefits hugely from the skill of predicting student achievement, 

but especially educators and students. To make sure their students receive the most 

effective learning plan from them, the administrators can assess their teaching methods. 

Students can assess their learning styles to determine the activities that will best suit their 

needs. The authors of this work reviewed earlier research on MLAs for predicting student 

performance. Since the majority of the authors of the articles under review are from low-
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literate nations, this will aid academics in those nations in tracking student progress and 

improving their literacy rates. The researchers' go-to analytical tool for predicting student 

success is Weka. The supervised learning approach was primarily used in this research area 

when it comes to machine learning techniques. The majority of researchers made an effort 

to predict students' performance using their academic, social-economic,  educator ability 

data. This approach maintains that a student's academic success is not just dependent on 

his academic contribution. The performance of pupils in the majority of the reviewed work 

is predicted using the total academic curriculum of the student. 

Ahmed [6] One of the important areas is performance prediction for students (EDM). In 

this study, a dataset was produced to predict students' final exam results in preparation. The 

Models were created utilizing 20 attributes and 450 university students from a proposed 

dataset using custom machine learning methods. The GBDT algorithm leads the other 

techniques, with an accuracy of 89.1%. Using techniques of machine learning to improve 

the efficiency of educational institutions is a potential area for EDM. Institutions of higher 

learning, such schools, can use it in this area. This study showed that, employing a number 

of carefully chosen algorithms on the dataset, student performance may be predicted with 

a reasonable accuracy level. 

Ghorbani [7] In order to address the problem of unlabeled data when projecting student 

performance, this study compares various resampling techniques, including Borderline 

SMOTE, Random Over Sampler, SMOTE, SMOTE-ENN, SVM-SMOTE, and SMOTE-

Tomek. This paper uses a variety of machine learning classifiers, including RN, KNN, 

Artificial Neural Network, XGB, SVM(Radial Basis Function), DT, Logistic Regression, 

and Nave Bayes, to be able to better evaluate well how resampling methods perform in 

solving the unequal problem. 

Altabrawee [8] In this study, four machine learning techniques were used to create a 

classifier that can estimate student performance in a computer science course offered by 

Al-Muthanna University's (MU) College Of Humanities. This research basically examines 

the relationship between students' usage of social media as a learning aid and the amount 
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of time they spend on these websites. The ANN (fully linked feed forward layered ANN) 

model already had best performance (0.807), as well as the best classification accuracy 

(77.04%). The decision tree model also identified five other variables as crucial in 

influencing pupils' academic performance. These effects are the outcome of using 

performance measure features. 

Masood [9] On two public student databases, they applied 11 highly machine learning 

models to make predictions about the future using the data from the research. The outputs 

of multiple machine learning models have been compared in order to identify which one is 

the best among them based on accuracy and F-measure. After to training the models with 

the databases, feature extraction approaches were utilized to achieve the goals. The 

importance of educational data mining (EDM) has increased in the modern era as a result 

of the fact because student concerns are growing along with technological innovation. 

The best machine learning models in the case of these two public databases that we looked 

at in our research are "DT" and "Random Forest," as accuracy is determined by the quality 

of the database, the number of data, and the machine learning model. Tables 4 and 5's 

results show that "DT" and "Random Forest" are the best machine learning models because 

they are both almost 100% accurate for the first database and 97% accurate for the second. 

Aggarwal [10] According to the comparison, models made using the Inter Perceptron and 

Random Forest classification methods have the highest classification accuracy, with an 

accuracy of 92.3%. When using Multi-Layer Classification model (MLP), which results in 

a relative absolute error of 22.4%, the error is as small as it can get. 

Marwaha [11] This study uses ML models to try to determine the effects of various 

variables on the prediction of students' performance. Academic, demographic, social, and 

mental factors are taken into consideration when establishing a feature space. In order to 

choose a subset of features with greater predictive potential, the features selection is 

crucial. The primary goal was to raise the standard of higher education institutions by 
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developing individuals who needed special attention so that the appropriate authorities 

could participate and correct the problem. 

Singh [12] Using Python code and supporting packages like Scikit-learn, Pandas, and 

Numpy, among others, the research is carried out on a dataset provided by the student. The 

student dataset is split into a training set and a test set, each comprising 80% of the dataset. 

The middle 50% of the facts are represented by the plot's 25th and 75th percentage points 

surrounding the data. To represent the overall distribution of observations, draw a line at 

the median (50th percentile), with whiskers below and above the box. 

Rivas [13] The goal is to use those models to assess data from a digital environment and 

build performance models for predicting how a student will succeed or fail during the 

academic year. Since the advent of virtual classrooms, teachers have been able to follow 

their students' use of digital resources and analyze some of the factors that may have helped 

to their student achievement lack thereof—by identifying their learning habits. The 

elements that most significantly affect a student's performance are then discovered, and 

improvements to those factors are made in order to improve the pass rate for students. 

Karthikeyan [14] Data about students' performance from academic and other classroom 

activities in the university during course time are included in the dataset use for research 

purposes. One of the reasons students do badly in academic activities and even drop out of 

classes is the extraordinary development of information systems, such as social media, 

which may distract them from their actual course. The first method used an improved K-

Means algorithm with SVM, which was improved to reduce the number of training 

examples used during classification. The second method used a 2-step method that 

combined the benefits of various classifiers to improve efficiency. This work proposed 

methods to increase the student achievement prediction method. 

Shruthi [15] The purpose of this research is to identify the students who need extra 

assistance in order to reduce the failure rate and to take the appropriate steps in preparation 

for the exam that will be presented the upcoming semester. In order to project a student's 
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performance in the upcoming semester using data from previous students, an administers 

is used to a student database in this paper. To predict the performance at the end of the 

semester, data on the student's previous database was collected, comprising attendance, 

seminar, and assignment marks. The Nave Bayes algorithm is applied in this context since 

there are numerous methods for classifying data. 

Ramesh [16] The goal of this work is to determine the variables that affect students' 

performance on final examination and develop a suitable data mining method to project 

students' grades in order to issue timely and appropriate notifications to students who are 

at risk. According to the results of the theory testing, parents' professions have a major 

impact on predicting grades, whereas the type of school attended has no bearing on 

students' performance. To determine the connection between various attributes and the 

grade a student received, researcher employed the Chi-square test. One of the most popular 

and basic parametric and non-parametric tests used in statistical work is the chi-square test 

(x2). 

Khan [17] The goal of this study is to create a prediction system that can warn a student to 

his or her potential results at the start of the semester. We used WEKA to apply 11 

classification algorithms to a data source in order to do this. We came to the realization 

that the algorithms in the Decision Tree family achieve high accuracy, with J48 being the 

most acceptable at 88%. The outcomes of this research will improve both the students' and 

the teachers' performance. In addition to lowering the fail rate and taking appropriate action 

for the next semester's exam, this study will help identify the students who needed 

additional help. 

Alloghani [18] The study's primary goal was to evaluate and predict student academic 

performance using educational data mining methods. In terms of predicting grade levels, 

the analysis's findings indicate that neural networks performed better than the other 

methods. While undergraduate learning behaviors like attendance in class and resource use 

obviously have an impact on their performance, their performance varies from country to 
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country. Nave Bayes, Neural Networks, and decision trees (C4.5 and CART) are some of 

the classification methods employed in this paper. 

Shahiri [19] This paper's main goal is to give a complete review of the data mining methods 

that have been applied to predicting student performance. The researchers' two most 

popular techniques for predicting student performance under the classifications techniques 

are the neural network and decision tree. Educators and students can both profit from 

enhancing their teaching and learning processes by using functions of the application of 

their pupils. The performance of students has been predicted in earlier research using a 

range of analytical techniques. In summary, the conceptual on predicting student 

performance has motivated us to conduct research to be used in our environment.  

Suguna [20] An ideal model for multiple linear regression is produced using backward 

elimination, which lowers the unnecessary independent variable and improves the model's 

efficiency. Evaluating performance measures like R-Squared numbers and adjusted R-

Squared values allows for the evaluation of the experimental findings and the evaluation 

of the model's efficacy. 
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CHAPTER:3 RESEARCH METHODOLOGY 

 

3.1 Proposed Model 

In this chapter, I go over the suggested model for predicting the risk students for student 

performance in good details. This section gives a description of the system's architecture. 

In Section 3.2, the dataset containing student performance data is described. The methods 

of machine learning that were studied and implemented for the prediction are discussed in 

Section 3.3. Our research methods is displayed in figure 1 below. 

 

                                Figure 3.1 : Proposed model 
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3.2 Collection of Data 

We are collecting this dataset from our local various universities where we collect student 

academic performance like scientific book reading frequency and weekly study hours. In 

this dataset, we use different class levels for predicting student performance evaluation like 

(yes or no). 

3.2.1 Dataset 

The data set's row number was reduced to a level that was appropriate for using different 

machine learning algorithms by condensing it into a single CSV file. Machine learning 

algorithms needs a lot of data to predict anything. 

3.2.2 Attribute Information 

TABLE 3.2.2 ATTRIBUTE INFORMATION FOR DATASET 

Attribute Name Data type Category 

Student ID Numerical Range 0-100 

Age Numerical 18-26 or above 

Gender Nominal Female, male  

Higher education type Nominal Private, State, Other 

Scholarship Nominal 25 %-100 %  

Work Nominal Yes, No 

Activity Nominal Yes, No 

Partner Nominal Yes, No 

Salary Numerical 135 ( USD) – 410 (USD) 
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Transport Nominal Bus, Private, car/taxi ,  bicycle,  

Other 

Living Nominal  Rental,  Dormitory, With 

family,  Other 

Mother education Nominal 
Primary school,  Secondary 

school, High school,  University,  

MSc.,  Ph.D. 

Father education Nominal Primary school,  Secondary 

school,  High school,  

University,  MSc.,  Ph.D. 

Siblings Nominal 1 – 5 or above 

Kids Nominal Parental status:  Married, 

Divorced,  Died - one of them or 

both 

Mother job Nominal 
 Retired, Housewife,  

government officer,  Private 

sector employee, Self-

employment,  Other 

Father job Nominal retired, government officer,  

private sector employee, self-

employment,  other 

Study hours Nominal  None ,  <5 hours, 6-10 hours, 

11-20 hours, more than 20 hours 

Reading frequency Nominal 
None,  Sometimes, Often 

Reading frequency scientific Nominal None,  Sometimes, Often 

Attendance dept. seminar Nominal Yes, No 

Impact project Nominal Positive, Negative, Neutral 
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Attendance Nominal Always, Sometimes, Often 

Preparation study  Alone, With friends, Not 

applicable 

Preparation exam Nominal Closest date to the exam, 

regularly during the semester, 

never 

Take class note Nominal Never, sometimes, always 

Listen Nominal Never, sometimes, always 

Classroom Nominal Not useful,  useful,  not 

applicable 

Cumulative CGPA Numerical <2.00,  2.00-2.49, 2.50-2.99,  

3.00-3.49,  above 3.49 

Expected GPA Numerical <2.00,  2.00-2.49, 2.50-2.99,  

3.00-3.49,  above 3.49 

Like discuss Nominal Never, sometimes, always 

 

3.2.3 Pre-processing of Data 

Preparing the data for analysis is the initial stage in creating a prediction model. The model 

becomes more effective when the data is transformed in the right way. Searching for any 

missing values was the initial stage in processing this dataset. Average values were used to 

fill in any missing data, and so on. The dataset was resolved in this manner before any 

algorithmic techniques were used. 

 

3.2.4 Splitting Dataset 
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The dataset must be divided into two sections: one is for training the model and the other 

for model testing before using any machine learning technique. Data partitioning is the 

process of achieving this. This must be done before to using any methods of machine 

learning. 

3.3 Learning Models 

The most popular data mining techniques for pattern and classification recognition are 

listed in the section that follows. This article was written using five machine learning 

approaches. The algorithms are known by the names logistic regression, KNN, SVC, 

Random Forest, Gradient Boosting and Decision Tree. Using this data, six different models 

were created and evaluated. The algorithms were carefully put into practice, and the 

generated data were carefully reviewed. 

3.3.1 Decision Tree 

The machine learning technique known as a decision tree uses branches to represent all 

potential decisions' results in relation to specific criteria. Each tree branch correlates to one 

or more results from the initial dataset. The rule sets that make up the tree structure are 

actually hierarchical structures that are organized from leaf nodes to root attributes. [23, 

24]. The top node of the tree, the root, is the only node that does not have any incoming 

branches, and all of the outgoing branches represent each row according to the dataset. Use 

the internal node in the tree, which has both incoming and outgoing branches, to test the 

attribute. The terminal node or leaf is the descending node that has the single upward 

branch. This node is the final node of the tree, even though there may be other tree 

structures that show the most recent calculations [25]. 

3.3.2 Logistic regression 

Logistic regression is frequently used to examine and highlight the relationship between a 

binary variable (such as "pass" or "failed") and a number of predicted variables [26]. There 

will be a search for the most effective model to describe the relationship between the 
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independent and dependent variable sets. Despite being developed at the same time as 

linear regression, logistic regression has a different response for binary and continuous data 

[27]. 

3.3.3 KNN 

KNN is a fundamental machine learning technique that assigns grades to objects based on 

the decision of their neighbors. The object is allocated into the class that its closest 

neighbors share the most. K is a real integer that is typically modest. The object is put in 

the class of its nearest neighbor if k is equal to 1. In binary (two class) classification issues, 

choosing k as an odd integer helps to break ties. The choice of parameter value in this 

algorithm could be important. [27, 29, 30]. 

3.3.4 Random forest 

A Random Forest classifier develops a range of decision trees that are trained on multiple 

parts of the same training set in order to improve classification rates and address the fitting 

difficulties problem [31]. Random Forest generates K numbers of trees each time with 

different properties if editing is not used. Decision Tree only examines one tree, allocating 

the output that is most frequently produced to that instance, as compared to Random Forest, 

which checks the test data against all the trees that were produced [32]. 

3.3.5 Gradient boosting 

Gradient boosting classifiers are a subclass of machine-learning methods that integrate a 

lot of unsuccessful learning models into a powerful predicting model. Gradient boosting is 

usually carried via using decision trees. The Support Vector Algorithm is a machine 

learning method that is based on an effective cost function optimization technique. It can 

be employed for both data classification and prediction[33].                                                  
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CHAPTER 4: RESULTS & DISCUSSION OF EXPERIMENTS 

 

4.1 Experimental Results 

The accuracy and scores of each algorithm were then utilized to evaluate which algorithm 

was best at predicting student progress in terms of scientific interest, reading frequency, 

and CGPA after the successful execution of the Machine Learning Model Creation. The 

study results contain an analytical portion where each possible score for each algorithmic 

application and approach may be evaluated. 

4.2 Find best algorithm 

Each approach must be used multiple times with varied performance levels in order to 

determine the optimum algorithm. The methods must be examined using the dataset. It 

is challenging to find a suitable algorithm because there are so many requirements that 

must be met.  

4.3 Confusion matrix 

A unique table structure used in training set, a subfield of machine learning that focuses on 

statistical categorization, is a confusion matrix, also known as an error matrix. The 

examples in a predict class are represented by each column of the matrix, whereas the 

instances in an actual class are represented by each row (or vice versa) [34]. Second, 

depending on the situation, it's crucial to check these mean values for inter categorization 

using either a micro mean or a macro mean. Before diving deeper, it's crucial to 

comprehend the four basic components that are used to build the various evaluation 

measures. The four categories of false positives and false negatives are false positives (FP), 

false negatives (FN), and true positives (TP) (FN). 
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Figure 4.4.1 : Confusion matrix of random forest (Student work) 

 

Figure 4.4.2 : Confusion matrix of random forest (Scientific reading frequency) 
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Figure 4.4.3 : Confusion matrix of random forest(weekly study hour) 

A. True Positive (TP) 

Positive sets indicate that the classifier correctly identified them. The letter TP stands in 

for it in the name. 

B. True Negative (TN) 

Positive tuples that were misclassified by the classifier are referred to as negative tuples. 

These tasks may be represented with the letter TN. 

 

C. False Positive (FP) 

Now, our interest has been peaked by the incorrect classification of these tuples with 

negative labels as positive. The use of FP may be used to indicate this kind of 

relationship. 

D. False Negative (FN) 

These Today, our focus is on the classification of these tuples with negative labels as 

positives. The use of FP can demonstrate this type of link. The classifier misclassified 

these positive tuples as negative. It is referred to as FN. 
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Precision 

Precision is the capacity of a classifier to prevent classifying something as positive that is 

actually negative. The percentage of true positives to the sum of true positives and false 

positives is how it is defined for each class. 

Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
…………………..(1) 

 

Recall 

Recall refers to a classifier's ability to recognize each successful instance. According to 

one definition, it is the ratio of true positives to all true positives and false negatives for 

each class. 

                                          Recall = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
………………………..(2) 

 

F1 Score 

The F1 score, which ranges from 0.0 to 1.0 based on recall and precision is a weighted 

conjunction. F1 scores are less accurate than accuracy measures because precision and 

recall are taken into account when computing them. It is usually suggested that, when 

comparing classifier models, the weighted average of F1 be used instead of overall 

accuracy. 

            F1 Score = 
2∗(𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
……………………….(3) 
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Accuracy 

That how a model performs across all classes is a measure of its accuracy. This is beneficial 

when each class is equally important. By dividing the complete number of forecasts by the 

guess that was successfully predicted, it is determined. 

                                      Accuracy = 
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁)
………………….(4) 

 

4.4 Classification Report 

A classification report is a figure used in machine learning to assess the system's overall 

effectiveness. The F1 Score, support, recall, and accuracy of a trained classification model 

are displayed in conjunction with such a training dataset. Performance information for a 

machine learning model based on classification is represented by this number. The support, 

accuracy, recall, and F1 score for the model are shown in this table. It offers a clearer view 

of the trained model's general efficacy. In order to assess the categorization outcome 

produced by machine learning models, it is critical to be familiar with all of the metrics 

provided in the study. These data were used to create and assess five different models. 
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TABLE 4.5.1 CLASSIFICATION REPORT FOR READING FREQUENCY(SCIENTIFIC) 

Classifiers Name Accuracy Class level Precision Recall F1 score 

 

 

KNN 

 

74 % None 0.82 0.67 0.74 

Sometimes 0.75 0.86 0.80 

Often 0.61 0.58 0 .60 

 

 

Random forest 

 

98% None 0.94 1.00 0.97 

Sometimes 1.00 1.00 1.00 

Often 1.00 0.90 0.98 

 

 

GBC 

 

91% None 0.98 0.94 0.96 

Sometimes 0.94 1.00 0.97 

Often 1.00 0.92 0.96 

 

 

LR 

 

71 % None 0.69 0.71 0.70 

Sometimes 0.72 0.87 0.79 

Often 0.71 0.34 0.46 

 

 

DT 

 

98 % None 0.93 1.00 0.97 

Sometimes 1.00 0.95 0.97 

Often 1.00 1.00 1.00 
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TABLE 4.5.2 : CLASSIFICATION REPORT FOR STUDENT WORK 

Classifiers Name Accuracy Class 

level 

Precision Recall F1 score 

 

KNN 

 

79% Yes 0.71 0.57 0.67 

No 0.82 0.89 0.85 

 

Random forest 

 

99% Yes 1.00 0.96 0.98 

No 0.98 1.00 0.99 

 

GBC 

 

93% Yes 1.00 0.78 0.98 

No 0.91 1.00 0.95 

 

                 LR 

 

76% Yes 0.74 0.39 0.51 

No 0.77 0.94 0.84 

DT 

 

97% Yes 0.96 0.96 0.96 

No 0.98 0.98 0.98 
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TABLE 4.5.3 CALSSIFICATION REPORT FOR STUDENT READING FREQUENCY 

Classifiers Name Accuracy Class 

level 

Precision Recall F1 

score 

                 

 

 

 

 

 

 

GBC 

 

93% None 0.82 0.92 0.87 

< 5 

hours 

0.95 0.96 0.95 

6-10 

hours 

1.00 0.87 0.93 

11-20 

hours 

1.00 1.00 1.00 

More 

than 20 

hours 

1.00 1.00 1.00 

 

 

 

 

 

Random forest 

 

97 % None 0.95   1.00 0.97 

< 5 

hours 

0.96 0.98 0.97 

6-10 

hours 

1.00 0.90 0.95 

11-20 

hours 

1.00 1.00 1.00 

More 

than 20 

hours 

1.00 1.00 1.00 
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DT 

 

97% None 1.00 1.00 1.00 

< 5 

hours 

0.98 0.98 0.98 

6-10 

hours 

0.94 0.94 0.94 

11-20 

hours 

1.00 1.00 1.00 

More 

than 20 

hours 

     1.00 1.00    1.00 

 

 

 

 

 

 

KNN 

 

71 % None 0.78 0.58 0.67 

< 5 

hours 

0.70 0.88 0.78 

6-10 

hours 

0.75 0.43 0.55 

11-20 

hours 

0.75 0.75 0.75 

More 

than 20 

hours 

0.20 0.25 0.22 

 60 % None 0.38     0.26 0.31 
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LR 

< 5 

hours 

0.64 0.86 0.73 

6-10 

hours 

0.42 0.20 0.27 

11-20 

hours 

0.86 0.75 0.80 

More 

than 20 

hours 

1.00 0.25 0.40 

 

 

4.5 Result Analysis 

We want this paper to predict student performance as reading frequency, scientific temper, 

and student additional working conditions. So we use 5 machine-learning algorithms 

random forest, KNN, GBC, logistic regression, and decision tree classifiers. According to 

our data set, we use 3 attributes additional work, reading frequency weekly, and reading 

scientific books. For students with extra work conditions random forest algorithms given 

the highest  99 % accuracy. For student scientific book reading frequency random forest 

and decision tree are given the highest 98 % accuracy. For students weekly study hours 

random forest and  KNN given highest 97 % accuracy. 
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CHAPTER 5: FUTURE SCOPE & CONCLUSION 

5.1 Future scope 

 The dataset can be increased in the future to perform better and be more accurate by 

collecting data from different private and public universities in Bangladesh. In the future, 

it will be possible to contrast the create a plan in this study to the approaches offered in 

other studies. Chances of success can be obtained by preprocessing data using 

normalization techniques and oversampling techniques like Synthetic Minority Over-

sampling Technique, according to several studies (SMOTE). These techniques can be used 

to preprocess the collected dataset, which will enhance performance. 

5.2 Conclusion 

Student performance prediction is a very important factor in higher education. An early 

and perfect methodology can predict student performance. Our proposed methodology 

can predict student performance effectively. Previously much research showed some 

gaps which did not predict student performance like as professionalism, scientific 

temper, and weekly reading frequency. In this paper, we predict professionalism, 

scientific temper, and weekly reading frequency by using machine learning algorithms. 

Professionalism, scientific temper, and weekly reading frequency random forest and DT 

algorithms give the highest accuracy and it helps to improve student weakness properly. 
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