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ABSTRACT   

   

In this paper, the authors present a machine learning-based approach for sentiment analysis of Bangla 
language comments on YouTube. They propose an algorithm to classify comments as positive or 
negative and build models to extract the emotion of the comments. They evaluate the performance 
of the model using a new dataset of Bangla comments from various YouTube videos. They compare 
the performance of different algorithms such as Multinomial Naive Bayes (MNB), Stochastic Gradient 
Descent (SGD), Random Forest (RF), Logistic Regression (LR), Support Vector Machine (SVM), 
AdaBoost, and XGBoost. The results show that MNB achieves the best accuracy of 70.88%. The paper 
suggests that there is a need for more research in the field of sentiment analysis of Bangla language.  
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CHAPTER 1 
   

INTRODUCTION   
   

1.1 BACKGROUND   
   

Sentiment analysis is a key area of research in natural language processing because of its wide range of 
applications, including opinion mining, emotion extraction, and pattern forecasting in social media. The rise of 
online social networking sites such as Facebook, Twitter, and Myspace has increased the demand for sentiment 
analysis research that can determine people's opinions, evaluations, attitudes, and emotions from text. Most 
of the research on sentiment analysis has been conducted in the English language, but there is limited work in 
other languages such as Bangla. Sentiment analysis techniques are often developed for English and are difficult 
to adapt to other languages. Current sentiment analysis systems are typically designed to work in a single 
language, usually English. However, effectively mining global opinion requires text analysis in a variety of local 
languages. While sentiment analysis systems specific to each language can be built, these approaches are 
labor-intensive and complicated by the lack of semantic resources such as WordNet for many languages. The 
availability of large amounts of online data and the advancement of machine learning techniques have 
accelerated the development of a wide range of methods for sentiment analysis and emotion extraction from 
text in various languages including English, French, Arabic, and more.   

Number of users in Bangladesh. Sentiment analysis in the Bangla language is an understudied area, despite the 
large number of speakers and internet users in the country. The use of online platforms and social media is 
increasing, with a high number of active Facebook users and a growing presence on platforms like YouTube. 
This presents an opportunity to study sentiment analysis in the Bangla language to better understand the 
emotions and thoughts expressed by users on these platforms.   

This passage is discussing the use of YouTube in Bangladesh and the potential for using machine learning 
techniques to analyze sentiments expressed in the comments section of YouTube videos in the Bangla 
language. The author notes that deep learning has shown promising results in sentiment analysis, and proposes 
using various machine learning techniques, such as Stochastic Gradient Descent, K-Nearest Neighbor, Naive 
Bayes, logistic regression, Random Forest, Decision tree, Support Vector Machine, and Xgboost, to build a 
sentiment analyzer for Bangla comments. The main challenge is obtaining enough training data to build the 
model. The author also mentions that previous work has been done with some of these techniques, and the 
goal is to compare different algorithms to determine the best performing sentiment analysis result.  
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Motivation of the Research   

It is clear that a large number of people use the internet, with many of them accessing 
and viewing videos on YouTube. Many of these users also leave comments on the videos, 
and the analysis of these comments can provide insight into the reactions and opinions 
of Bengali people on YouTube  
  
.1.2 PROBLEM STATEMENT   
   

It sounds like you have conducted a literature review and found that there is a lack of research on sentiment 
analysis of Bangla comments, and that previous studies have mostly used Twitter data and English comments. 
You have also noted that the most common machine learning algorithms used in previous studies are SVM and 
RF, while you have chosen to use MNB for sentiment detection. Additionally, you have chosen to use Tf-Idf 
with n-gram tokens to create a list of features for each sentence.   

  
1.3 RESEARCH QUESTIONS   

   

The research question was    

• RQ1: To study how to classify or analyzing Bangla YouTube comments using some classifier 

algorithm?   

• RQ2: Compare different Classifier algorithm to know better classification result.   

   

   

1.4 RESEARCH OBJECTIVE   
   

The objectives of this research are   

• To find out the best performing Neural Network method.   

• To know better classification result.    

   

   
1.5 RESEARCH SCOPE   
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1. The study "Detecting Multilevel Sentiment and Emotions from Bangla YouTube Comments" by 

Tripto, Nafis & Ali, Mohammed Eunus (2018) used English, Bangla and Romanized comments 

and applied support vector machine and naïve Bayes algorithms to detect sentiment and 

emotions. They found that the final outcome was better when comparing all algorithms.  

   
   

1.7 THESIS ORGANIZATION   
   

It sounds like the structure of your document includes an introduction, a literature review, a methodology 
section, results, and a discussion/conclusion section. In the next chapter, you plan to delve deeper into the 
existing research on the topic, identify any gaps in the literature, and propose your own research methodology. 
In chapter three, you will describe the methodology you have chosen in more detail. In chapter four, you will 
present and analyze the results of your research. Finally, in chapter five, you will discuss the implications of 
your findings, including any assumptions, limitations, and suggestions for future research.  

.   
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CHAPTER 2   

LITERATURE REVIEW   
   

2.1 PREVIOUS LITERATURE   
   

Sentiment analysis is a natural language processing technique used to determine the sentiment or 
emotion expressed in text, such as whether it is positive, negative, or neutral. It is often used by 
organizations to analyze customer feedback and social media data to understand customer sentiment 
towards their brand or products. Sentiment analysis models can focus on polarity (positive, negative, 
neutral) or emotions (happy, sad, angry, etc.). Different machine learning algorithms, such as Naive 
Bayes, logistic regression, CNN, LSTM, SVM, Random Forest, and SGD, can be used for sentiment 
analysis. While a lot of sentiment analysis work has been done with English language text, some work 
has been done with other languages, such as Bangla. Some research has focused on detecting 
multilevel sentiment and emotion from Bangla YouTube comments, and using NLP to analyze 
sentiment in comments on videos in different languages, such as English and Italian.   

Comments on videos. One popular method for sentiment analysis is using a Naive Bayes classifier, 
such as the multinomial Naive Bayes (MNB) algorithm. This method has been used on twitter datasets 
to analyze the sentiment of tweets. Sentiment analysis Sentiment analysis is a technique used to 
determine the emotional tone of text, such as social media posts or can also be applied to comments on 
videos on platforms like YouTube. For example, sentiment analysis can be used to analyze comments 
on chart hits from the 20th century to determine the nostalgic sentiment of viewers. Additionally, some 
researchers are using deep learning techniques, such as neural networks, to perform sentiment analysis 
on YouTube video comments. Sentiment analysis on Twitter can provide a quick and effective way for 
organizations to gauge public opinion. Various features and techniques for training sentiment classifiers 
for Twitter datasets have been explored in recent years with varying results. One common tool for 
analyzing sentiment is semantic concepts, as seen in the work "Semantic Sentiment Analysis of 
Twitter" (reference 8). News and blogs are also commonly analyzed for sentiment, as seen in the work 
"International Sentiment Analysis of News and Blogs" (reference 9). Additionally, due to the large 
number of speakers, a lot of work has been done on sentiment analysis of the Bangla language, as seen 
in the work "An Automated System of Sentiment Analysis of Bangla Text Using Supervised Learning 
Techniques" (reference 12). Sentiment analysis, also known as opinion mining, is the process of 
determining the sentiment or emotion behind a piece of text. The field of sentiment analysis has been 
applied to many different languages and domains, including Bengali. The work you mentioned, [13] 
sentiment analysis of Bangla sentences using convolutional neural network, is a study that used a 
convolutional neural network (CNN) to perform sentiment analysis on Bengali sentences. Similarly, the work 
[14] Sentiment Analysis on Bangladesh Cricket with Support Vector Machine applied the Support Vector 
Machine (SVM) algorithm to perform sentiment analysis on Bangladesh cricket related text. And the work 
[10] Deep Convolutional Neural Networks for Sentiment Analysis of Short Texts applied the CNN model to 
perform sentiment analysis on short text. It is challenging to perform sentiment analysis on short texts due 
to the limited context and information provided.  
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2.5 SUMMARY   
   

It sounds like your study aims to compare the performance of various machine learning algorithms, 
specifically Naive Bayes, Random Forest, and SGD, on a dataset of YouTube comments in Bengali language. 
The goal is to classify the comments into two categories, and evaluate which algorithm performs best in 
this task.  
   

CHAPTER 3   

RESEARCH METHODOLOGY   
   

   

The methodology for this study involves using the Multinomial Naive Bayes (MNB) algorithm to 
analyze YouTube Bangla comments. The comments are collected from various Bangla videos and 
the dataset is preprocessed and feature extraction is performed. The MNB algorithm is compared 
with other algorithms to determine which one works best for this task.   

  

FIGURE 1: METHODOLOGY OF STUDY   

  

   

   

   
  

3.1 COLLECTION OF BANGLA COMMENTS   
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It sounds like you have developed a scraper to collect comments from Bengali videos on YouTube, and have 
stored the data in a CSV file. Is there a specific question or task you would like me to assist with regarding this 
data collection process?   

   

3.2 DATA PREPARATION   
   

Information Collection is a colossal and troublesome cycle. To collect the total amount of data 

and measure it.  Into a correct structure is a major undertaking. And our data processing has 

many steps as describe in below.  Class name: positive Number  

of document: 2000   

Number of words: 14556   

Number of unique words: 5518   

Most frequent words   

ভাই   494   

ভাে◌ লা   228   

ি◌ ি◌ভডও   186   

গান   117   

টা   117   

কথা   92   

লাে◌ গ   80   

Nহয়   77   

সুর   72   

ি◌ N◌ে◌রা   69   

TABLE 1: ALL POSITIVE DATA   

   
   

Class name: negative   

Number of document: 1999  

Number  of  words:14659   

number of unique words: 6063   
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Most frequent words   

ভাই   302   

ি◌ ি◌ভডও   93   

গান   91   

Nহয়   82   

টা   82   

ভাে◌ লা   75   

ি◌ N◌ে◌য়   65   

ি◌ N◌ে◌রা   64   

সাে◌ থ   58   

কথা   52   

TABLE 2: ALL NEGATIVE DATA   

   

   

3.3 REMOVE STOP WORDS   
   

After collecting Bangla comments our first undertaking is to eliminate stop words and 
accentuation mark from all comments. And meaningless symbol like (. , ” „ | ‟ { } ( ) !, ; ?) 
have been remove to clean our dataset. And make our dataset noise free.   

   

   

FIGURE 2: ALL STOP WORDS   

   

3.4 ELIMINATING IRRELEVANT WORDS   
   

It sounds like you have created a list of "stop words" that will be removed from text before it is analyzed or 
classified. Stop words are common words that do not provide much information and are often removed to 
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improve text processing. Examples of stop words include pronouns, conjunctions, and prepositions. It is also 
common to remove numbers, single letter words and punctuations as these are considered insignificant in the 
context of text classification.   

3.5 FEATURE EXTRACTIONS   
   

In summary, an n-gram is a sequence of n items, typically words that are extracted from a corpus of text. 
Unigrams are n-grams of size 1, bigrams are n-grams of size 2, and trigrams are n-grams of size 3. The purpose 
of using n-grams is to convert text into a sequence of words, where the term frequency-inverse document 
frequency (tf-df) can be calculated easily.   

3.6 CALCULATING TF-IDF   
   

Yes, that is correct. TF-IDF is a method used to measure the importance of a word in a document or corpus. It 
combines the term frequency (TF), which represents the number of times a word appears in a document, 
with the inverse document frequency (IDF), which represents the rarity of a word across the entire corpus. By 
combining these two factors, TF-IDF can determine the weight of a word in a document, and it is often used in 
search engines, digital libraries, and content-based recommender systems. Additionally, it is useful for text 
mining, natural language processing and information retrieval.  

 

In simpler terms, the inverse document frequency (IDF) is a measure of how informative a word 
is within a collection of documents. It is calculated by taking the logarithm of the ratio of the 
total number of documents to the number of documents containing the word. The more rare a 
word is across the collection of documents, the higher its IDF value will be.  
  

  
  

TF-IDF is a commonly used method for determining the importance of words in a document or dataset. It stands 
for "term frequency-inverse document frequency" and is a measure of how often a word appears in a 
document, but also takes into account the number of times the word appears in the entire dataset. This allows 
it to identify words that are important or significant within a specific document, but not necessarily throughout 
the entire dataset. In your case, you are using TF-IDF to find significant words for every report in your dataset, 
which consists of 40000 lines.  

আাে◌ ি◌ি◌ম আমাে◌ (◌র সবাে◌ইক হকরানাভাইরাস হ (◌থক হ (◌ফা3জ কর-ি◌আমন   
   Tf idf   
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হকরানাভাইরাস   0.584863   

হ (◌ফা3জ   0.537729   

সবাে◌ইক   0.475421   

আাে◌   0.377835   

TABLE 3: TF-IDF RESULT FOR POSITIVE DATA   

   

   

   

   

   

   

   

   

   

   

   

   

   

   

   
Nআসল ভাই ি◌ি◌ে◌  ও আমার গাি◌ ল হ N◌ওয়ার অভাস ি◌ ◌ু ব অ ি◌বুও গাি◌ ল হ N◌ওয়ার হই Nহ।   

    

   Tf idf   

হ N◌ওয়ার   0.523979   

গাি◌ ল   0.498762   

ি◌বুও   322300   

অভাস   0.296325   

 ◌ুি◌ ব   0.287964   

অ   0.261990   
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হই   0.252158   

Nআসল   0.244377   

ভাই   0.100654   

TABLE 4: TF-IDF RESULT FOR NEGATIVE DATA   

   

3.7 CLASSIFIED FITTING    
   

It sounds like you are using various machine learning algorithms to analyze comments or text data. 
Naive Bayes, logistic regression, stochastic gradient descent, random forest, and k-nearest neighbors 
are all common algorithms used in natural language processing and text classification tasks. By 
"importing" and "fitting" the algorithm, you are likely using a library or package in a programming 
language like Python to apply the algorithm to your data.  
  
3.8 MACHINE LEARNING BASED SYSTEM   
   

Machine learning can be used to classify content by analyzing past data and identifying patterns 
between the content and its associated output (such as labels). This is done by converting the content 
into a mathematical representation called a vector, which is often done using a technique called bag 
of words. The vector represents the frequency of words in a predefined vocabulary. For example, if 
the vocabulary contains the words {this, is, the, not, stunning, terrible, basketball}, the content "This 
is  
wonderful" would be represented by the vector (1, 1, 0, 0, 1, 0, 0). The machine learning algorithm is then 
trained on this data to create a classification model. 

   

FIGURE 3: FEATURE EXTRACTION MODEL   

   

   

3.8.1 Naïve Bayes (MNB)   

In simple terms, Naive Bayes is a family of algorithms used for classification tasks, and one of 
its members is Multinomial Naive Bayes (MNB). MNB is particularly useful when working with 
limited data and computational resources. It relies on Bayes' Theorem, which helps calculate 
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the probability of an event occurring based on the probability of individual events. To classify 
a piece of text, MNB looks at the probabilities of certain words appearing in a given class and 
uses this information to determine the likelihood of the text belonging to that class. Bayes 
theorem provides a way of calculating posterior probability P(c|x) from P(c), P(x) and 
P(x|c). Look at the equation below:   

  
Above   

• P(c|x) is the posterior probability of class (c, target) given predictor (x, attributes).   

• P(c) is the prior probability of class.   

• P(x|c) is the likelihood which is the probability of predictor given class.   

• P(x) is the prior probability of predictor.   

   

3.8.2. STOCHASTIC GRADIENT DESCENT (SGD)   
   

Stochastic gradient descent is a variation of gradient descent that is used for large datasets. Instead 
of updating the coefficients after processing all the training examples, the coefficients are updated 
after each training example. The order of the training examples is randomized to avoid getting stuck 
in local minima. The update formula for the coefficients is the same as in standard gradient descent, 
but the cost function is calculated for one training example at a time.  
  
3.8.2 RANDOM FOREST   
   

Yes, that is correct. Random Forest is a type of ensemble learning algorithm that builds multiple decision trees 
and combines their outputs to improve the prediction accuracy of the model. It is commonly used for both 
regression and classification problems, with the difference being that in regression, the target variable is 
continuous, and in classification, the target variable is categorical. Additionally, Random Forest algorithm is 
known for its simplicity and high accuracy.  
  
3.9 SUMMARY   

   

In this part we have discuss our research methodology and approach about data collection, information 
cleaning and how we need to implement classification models. Likewise, how we can distinguish best model 
for YouTube Bangla comments.   

      

CHAPTER 4   
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RESULTS AND DISCUSSION   
   

   

4.1 COLLECTING DATASET   
   
The chapter is discussing the process of collecting and analyzing data for a research 
project. The data is being gathered from Bangla YouTube videos in various categories 
such as drama, news, comedy, songs, movie and review videos. A total of 4000 
comments were collected, with 2000 being labeled as positive and 2000 as negative. The 
data was stored in a CSV file and labeled according to its class. 

   

FIGURE 4: CLASS OF DATASETS   
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FIGURE 5: LENGTH FREQUENCY DISTRIBUTION   

   

   
   

   
FIGURE 6: DATA STATISTICS   

   

   

4.2 CLEANING RAW DATA   
   

We use a content record to be useful of our data pre-preparing task.    
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• Remove all html tags.   

• Remove all types of emoji’s   

• Remove unnecessary spaces from text   

   

FIGURE 7: CLEANING RAW DATA FOR POSITIVE   

   
FIGURE 8: CLEANING RAW DATA FOR NEGATIVE   

   

   

   

4.3 FEATURE SELECTION AND EXTRACTION   
   

The stage you are describing is the feature selection and extraction stage in a classifying approach. It involves 
selecting the most relevant features and extracting them for use in the classification process. Word count is often 
used as a feature in this stage, and the order in which features are chosen can affect the overall classification 
performance.  
  
4.4 BUILDING A MODEL   
 Yes, that is correct. In machine learning, it is common practice to divide the dataset into three parts: training, 
validation, and test. The training data is used to train the model, the validation data is used to tune the hyper 
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parameters, and the test data is used to evaluate the performance of the model. The scikit-learn library, or 
sklearn, is a popular library for machine learning in Python and it provides a variety of classifiers that can be 
used for different types of problems. The classifiers are used to classify the data into different classes or 
categories.   

   

   

   
4.5 EVALUATION METRICS   
   

Yes, that is correct. The accuracy of a model is typically measured by comparing the predicted values to the 
actual values. This can be done using metrics such as mean absolute error (MAE), mean squared error (MSE), 
or coefficient of determination (R-squared). Additionally, assessment indicators, such as precision, recall, and 
F1-score, are used to evaluate the performance of a model and identify areas that may need improvement.   

   

   

   

   

   

  

Predicted class    

Actual class   
   Yes   

No   
  

Yes   True Positive     False Negative   

No   False Positive   
True Negative   

  
      

TABLE 5: EVALUATION METRICS   

   

Here,   

• TP= True Positive   

• TN= True Negative   

• FP= False Positive   
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Accuracy    

Accuracy is the most natural indicator of performance. It is simply a ratio of correctly 

predicted observation to the total observations. For our Naïve Bayes we got 0.70 that means 

our model predict 70% accurately.   

   

𝐴𝐴𝑝𝑝𝑝𝑝𝑎𝑎𝑝𝑝𝑟𝑟𝑝𝑝𝐴𝐴	=	𝑇𝑇𝑃𝑃	+𝑇𝑇𝑇𝑇	÷	𝑇𝑇𝑃𝑃	+𝑇𝑇𝑃𝑃	+𝑇𝑇𝑇𝑇	+	𝑇𝑇𝑇𝑇   

   

Precision   

In pattern recognition data recovery and classification, precision is the portion of relevant 

occasions among the recovered occurrences, precision is used as an estimation of the relevance. 

Precision= (true positive) / (true positive + false positive)   

   

   

   

   

   

Recall   

The recall is the proportion of our model effectively identifying True Positives. recall is used 

as an estimation of the relevance.   
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F1 Score   

In factual analysis of binary classification, the F1 score (likewise F-score or F-measure) is a 

proportion of a test's accuracy. It considers both the accuracy p and the review r of the test to process 

the score.   

  

   

4.6 VISUALIZATION   
   
Yes, that is correct. N-grams are a way to represent a sequence of words or characters in a text by grouping 
them into chunks of a specific size (determined by the value of "n"). These chunks can then be used to analyze 
language patterns and predict the likelihood of certain words or phrases appearing in a given context. They 
are commonly used in tasks such as language modeling, text classification, and information retrieval.   
   

   
   

4.6.1 UNIGRAM   
   

   Accuracy   
   

Precision   
   

Recall   
   

F1 score   
   

Model name   
   

0   67.25   75.00   59.45   66.32   LR   

1   62.88   67.79   60.14   61.74   DT   

2   64.00   73.40   52.76   61.39   RF   

3   71.13   74.58   70.97   70.69   MNB   

4   63.62   65.78   68.66   63.19   KNN   

5   60.88   83.43   34.79   49.11   Linear SVM   

6   62.62   78.24   43.09   55.57   RBF SVM   

7   69.50   75.13   65.44   68.95   SGD   

8   58.88   72.15   39.40   50.97   Adab   

9   63.50   73.36   51.38   60.43   Xgb   
TABLE 6: PERFORMANCE TABLE FOR UNIGRAM   

   
The unigram model is otherwise called the pack of words model. Assessing the overall probability 

of various expressions is helpful in numerous common language handling applications, particularly 
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those that produce text as an output. Using unigram our model accuracy is multinomial Naïve Bayes 

71.13%, stochastic Gradient Descent(SGD) accuracy 69.50%. Naïve Bayes are best for our model 

because its show most accuracy.   

   
FIGURE 9: F1 SCORE FOR UNIGRAM FEATURE This  

model shows the best accuracy.   

   
FIGURE 10: ROC CURVE FOR UNIGRAM   
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4.6.2 BI-GRAM   
   

    

   Accuracy   
   

Precision   
   

Recall   
   

F1 score   
   

Model name   
   

0   64.38   73.35   53.92   62.15   LR   

1   61.50   68.00   54.84   60.71   DT   

2   62.75   74.46   47.70   58.15   RF   

3   70.75   73.36   72.35   70.10   MNB   

4   64.25   66.89   67.51   63.20   KNN   

5   52.88   88.00   15.21   25.29   Linear SVM   

6   58.88   85.23   29.26   43.57   RBF SVM   

7   67.00   73.10   61.98   66.08   SGD   

8   58.12   70.54   39.17   50.37   Adab   

9   62.88   72.46   50.92   59.81   Xgb   

TABLE 7: PERFORMANCE TABLE FOR BIGRAM   

   
   

Bigram show 70.75% accuracy for Multinomial Naïve Bayes(MNB).   
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FIGURE 11: F1 SCORE FOR BIGRAM FEATURE   

   
FIGURE 12: ROC CURVE FOR BIGRAM FEATURE   

   

   
   

   

4.6.3 TRIGRAM   
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   Accuracy    Precision   
   

Recall   F1 score   
   

Model name   
   

0   64.12   73.79   52.53   61.37   LR   

1   60.12   66.02   54.61   59.77   DT   

2   62.12   74.17   46.31   57.02   RF   

3   70.75   73.15   72.81   70.12   MNB   

4   64.88   67.43   68.20   62.81   KNN   

5   48.25   88.46   5.30   10.00   Linear SVM   

6   54.75   85.29   20.05   32.46   RBF SVM   

7   66.12   72.09   61.29   46.25   SGD   

8   58.50   70.73   40.09   51.18   Adab   

9   62.75   72.37   50.69   59.62   Xgb   
TABLE 8: PERFORMANCE TABLE FOR TRIGRAM   

   

   
   

   

   
FIGURE 13: F1 SCORE FOR TRIGRAM FEATURE   
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This model also shows 70.75% accuracy of Naïve Bayes.   

   

   

   

   

   
FIGURE 14:ROC CURVE FOR TRIGRAM FEATURE   

   

   

4.7 COMPARE PRECISION   
   

   
ALGORITHM   
   

ACCURACY   

NAÏVE BAYES    73.69%   
STOCHASTIC GRADIENT DESCENT   73.44%   
RANDOM FOREST   65.01%   

TABLE 9: COMPARE PRECISION   
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4.8 COMPARE RECALL   
   

ALGORITHM   
   

ACCURACY   

NAÏVE BAYES    72.04%   
STOCHASTIC GRADIENT DESCENT   62.90%   
RANDOM FOREST   48.92%   

TABLE 10: COMPARE RECALL   

   

4.9 F1 SCORE    
   

ALGORITHM   
   

ACCURACY   

NAÏVE BAYES    70.30%   
STOCHASTIC GRADIENT DESCENT   61.01%   
RANDOM FOREST   58.85%   

TABLE 11: F1 SCORE   

   

4.10 COMPARE ALGORITHM ACCURACY   
   

ALGORITHM   
   

ACCURACY   

NAÏVE BAYES    70.88%   
STOCHASTIC GRADIENT DESCENT   67.54%   
RANDOM FOREST   62.09%   

TABLE 12: COMPARE ALGORITHM ACCURACY   

   

   

4.11 PERFORMANCE EVALUTION   
   

The confusion matrix of our model.   

   

  𝑟𝑟𝑝𝑝𝑎𝑎𝑎𝑎𝑟𝑟𝑟𝑟𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑎𝑎𝑝𝑝𝑎𝑎𝑝𝑝 	 𝑝𝑝𝑝𝑝𝑎𝑎𝑟𝑟𝑎𝑎𝑝𝑝𝑎𝑎𝑝𝑝  

  𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑎𝑎𝑝𝑝𝑎𝑎𝑝𝑝255	 114   
  𝑝𝑝𝑝𝑝𝑎𝑎𝑟𝑟𝑎𝑎𝑝𝑝𝑎𝑎𝑝𝑝111	 320  
4.12 PREDICTION RESULT   
   

From the above comparison tables, we see that, on account of Precision, Recall, f1-score and 

precision Naive Bayes classifier is the awesome. The estimations of accuracy, review and f1-score 
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are separately 0.73, 0.72, and 0.70 and the accuracy of this model is 70.8% that is highest value in 

comparison with all classifier.   

   

   
4.13 SUMMARY   
   
To improve the accuracy of a Naive Bayes classifier, it is important to properly prepare the dataset. This 
includes ensuring that all categorical comments are equally numbered, and performing data cleaning to 
remove any irrelevant or inaccurate information. The more data is preprocessed, the more accurate the  
predictions of the classifier will be     
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CHAPTER 5   

CONCLUSIONS AND RECOMMENDATIONS   
   

5.1 INTRODUCTION   
   

The study outlined in this passage discusses the abundance of research on Natural Language Processing (NLP) 
with a focus on the English language, and how it has led to advancements in computing. The author expresses 
that there is a lack of research on Bangla language, but that there is hope that more experts from different 
countries will begin to conduct research in this field..    

   

5.2 CONCLUSIONS   
   

It sounds like you have gained valuable experience and knowledge from your project, even though the classifier 
algorithm's accuracy was not as high as desired. You have learned how to work with Bangla text and preprocess 
raw data, which will be valuable for future research in this area. It's important to remember that even though 
a project may not have the desired outcome, it can still provide valuable learning opportunities and insights.   

5.3 RECOMMENDATIONS   
   

A couple of remarkable suggestions for this are as per the following   

• To create a better dataset can produce a better output for this research work.   

• Applying some deep learning method could be improving the model.   

5.4 FUTURE DIRECTIONS   
   

• Adding more classes in this model, can make this more effective.   

• using more classifiers on this dataset, can improve understanding on which  

classifier can be the best for this work.   
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