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ABSTRACT 

Breast cancer is one of the most prevalent forms of cancer in women worldwide, making early 

prediction critical to reducing mortality rates. In this study, we propose a machine learning-based 

approach to predict benign and malignant stages of breast cancer. Our approach utilizes Principal 

Component Analysis (PCA) for dimensionality reduction and is compared against Random Forest 

(RF), Logistic Regression (LR), and XGBoost (XGB) machine learning models. The results 

demonstrate that the proposed approach is highly efficient, accurate, and effective in predicting breast 

cancer stage. The findings of this study have the potential to revolutionize the medical sector by 

providing a non-invasive, quick, and cost-effective method for early prediction of breast cancer. The 

implementation of this approach can lead to improved patient outcomes and reduced healthcare costs. 
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CHAPTER 01: INTRODUCTION 

 

1.1 INTRODUCTION: 

Breast cancer is a global public health challenge, affecting millions of women worldwide and 

posing a significant threat to their well-being. The disease's early detection is crucial for timely 

and effective treatment, resulting in better outcomes and reduced mortality rates. In recent 

years, there has been a surge of interest in leveraging machine learning algorithms to develop 

accurate and efficient methods for predicting breast cancer. 

The purpose of the proposed study is to investigate how well supervised machine learning 

algorithms, such as decision trees, random forests, catboost, and xgboost, can predict the 

benign and malignant stages of breast cancer. The main goal of the project is to evaluate the 

effectiveness of different algorithms and identify the best strategy for breast cancer 

prediction. The findings of this study will aid in the creation of an inexpensive, rapid, and non-

invasive technique for early breast cancer screening. 

This study's significance lies in its potential to revolutionize breast cancer screening and 

diagnosis, making it more accessible and accurate for women worldwide. By leveraging 

machine learning algorithms, we can develop a highly effective, personalized, and patient-

centered approach to breast cancer prediction that improves the medical sector's overall 

efficiency and efficacy. Therefore, this research is essential to advance the current 

understanding of breast cancer prediction using machine learning and will provide a vital 

contribution to the scientific community. 
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1.2 RESEARCH QUESTION: 

Decision tree, random forest, catboost, and xgboost are examples of supervised machine 

learning algorithms that can be used to predict breast cancer and help create a non-invasive, 

rapid, and affordable early detection technique.  

1.3 RESEARCH OBJECTIVE: 

This study aims to investigate the potential of supervised machine learning algorithms, in 

particular decision tree, random forest, catboost, and xgboost, to create a more precise and 

effective method for breast cancer early detection. Comparing these algorithms' performance 

is the main objective in order to identify the best strategy for breast cancer prediction. By 

reaching this goal, we hope to aid in the creation of a quick, affordable, non-invasive tool for 

early diagnosis of breast cancer, thereby reducing the high mortality rate related to the 

condition. 

 

1.4 THESIS ORGANIZATION: 

The next section on the literature initially addressed the research gap. Next, we discussed the 

research methodology and the hypothesis. Third, we spoke about our findings and 

interactions. The findings, limitations, and suggested next steps were then presented along 

with the conclusions and recommendations.
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CHAPTER 02: LITERATURE REVIEW 

 

2.1 PREVIOUS LITERATURE: 

A common illness that affects millions of people globally is breast cancer. Recent technological 

developments have enabled the application of machine learning algorithms for predicting the 

benign and malignant stages of breast cancer. Early identification of breast cancer is essential 

for lowering death rates. In this review of the literature, we'll look at the literature and research 

that have already been done on machine learning and breast cancer detection. 

Radial Basis Function Network, Naive Bayes, and Decision Tree were utilized by Chaurasia et 

al. (2015) to predict breast cancer. In order to diagnose breast cancer, Cakir and Demiral (2016) 

developed a program named "Treatment Helper" that combines the Multilayer Perceptron, D-

Class Lifeboat, and Decision Table. SVM, KNN, and ANN approaches were utilized by Yue 

et al. (2017) to predict breast cancer. Breast cancer was detected by Sharma et al. 

A method to classify mammographic lesions was proposed by Kulkarni (2019) using Pixel N-

gram features with SVM, MLP, and KNN classifiers. Anthonia Kayode (2019) produced a 

94.4% sensitivity score after using SVM to 322 mammography images. The same data was 

examined by Yijiejin (2020) using a binary classifier (CNNI-BCC), who produced a test data 

accuracy of about 73.24%. In order to achieve nearly 97% accuracy, Homayoon (2019) and 

Prabh Kaur (2019) employed Multi-Class Support Vector Machine (MSVM) Clustering and 

Multi-Convolutional Neural Network (MCNN) Clustering, respectively. Tenfold cross-

validation was taken into account by Prabh Kaur in 2019. 

Radial Basis Function Network was used by Ibrahim (2020) to develop a CAD system and a 

breast cancer detection technique. Their suggested approach had a 79.166% accuracy rate. Ak 
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(2020) exhibited the use of multiple algorithms, including Logistic Regression (LR), KNN, 

SVM, NB, and RF, in a comparative comparison to diagnose breast cancer. Among them all, 

LR's accuracy was the highest. In order to predict breast cancer, Agarap (2021) employed a 

variety of classifiers, including Gated Recurrent Unit (GRU) with LR, SVM, Multilayer 

Perceptron, and KNN. 

Benbrahim (2021) showed that neural networks outperform all 11 algorithms in a comparison. 

Using the data mining software weka, Asri (2021) examined the performance of DT, SVM, 

NB, and KNN using the BCWD dataset. 

Overall, the existing research and literature on breast cancer detection and machine learning 

techniques have shown promising results, and the proposed study aims to contribute to this 

field by exploring the effectiveness of supervised machine learning algorithms for early 

prediction of breast cancer. 

 

2.2 RESEARCH GAP: 
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Table 1: Summary of Literature review 
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CHAPTER 3: RESEARCH METHODOLOGY 

 

3.1 PROPOSED METHODOLOGY: 

Our methodology section can be divided into 5 parts: The collection and analysis of breast 

cancer data. Its features will be analyzed to understand the data's characteristics. Data Pre-

processing is cleaned and pre-processed to remove missing values, outliers, and noise. Relevant 

features that can aid in the prediction of breast cancer. Feature selection techniques such as 

correlation analysis, mutual information, and recursive feature elimination will be employed. 

The supervised machine learning algorithms such as Decision Tree, Random Forest, CatBoost, 

and XGBoost will be used for breast cancer prediction.Cross-validation techniques will be 

employed to ensure the robustness of the models. 

The methodology will be illustrated through a visual representation, as shown in Figure 1. Each 

section will be described in detail in the subsequent chapters of the thesis. 

 

 

Figure 01: Proposed Methodology 
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3.2 DATA OVERVIEW: 
we used the Breast Cancer Wisconsin (Diagnostic) dataset, which contains 569 instances and 

32 attributes with no missing values. The dataset includes 357 cases of benign tumors and 212 

cases of malignant tumors, each with a corresponding diagnosis of either "B" or "M". To gain 

an understanding of the dataset, a descriptive analysis was conducted, including measures of 

central tendency and dispersion, frequency distributions, and correlation analysis. Table 2 

shows the results of the descriptive analysis, which includes mean, standard deviation, 

minimum, maximum, and quartile values for each attribute. Additionally, a correlation matrix 

was created to examine the relationships between the attributes, and any significant correlations 

were noted for further analysis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Table 2: Descriptive Statistics of the Dataset 
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Figure 02: instances of the dataset 

 
3.3 DATA PREPROCESSING: 
 
To ensure accurate machine learning results, data cleaning and pre-processing were performed. 

The following steps were taken: 

1. Removal of irrelevant features: The features "Unnamed: 32" and "Id" were removed as 

they do not contribute to the classification process. 

2. Data type consistency check: The consistency of data types was confirmed to ensure all 

the features were of the correct data type. 

3. Missing values check: The presence of missing values was verified, and fortunately, no 

missing values were found in the dataset. 

4. Class imbalance check: The class distribution of the dataset was analyzed to determine 

if there was any class imbalance. Our dataset had a balanced distribution of 357 benign 

and 212 malignant cases. 

5. Categorical to numerical conversion: To facilitate further analysis, categorical variables 

were converted into numerical values. 
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Figure 01 : exploratory data analysis 

As seen in the graphic above, area mean, texture mean, and smoothness mean may all be 

reliable predictors. Let's examine how some of the features are distributed. 
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Figure 04: radius_mean predictor 
 

 

Figure 05: texture_mean predictor 
 

 

Figure 06: perimeter_mean predictor 



©DAFFODIL INTERNATIONAL UNIVERSITY 12 

 

 

 
Figure 07: smoothness_mean predictor 

 
Figure 08: concavity_worst predictor 

 
Figure 09: smoothness_worst predictor 
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Figure 10: symmetry_worst predictor 

 

 
Figure 11: fractal_dimensionworst predictor 

 

For better outcomes, it is necessary to correct the left and right skewness in the feature 

distribution shown above. Standard Scaler and PCA are used in our solution to treat features. 
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CHAPTER 4: RESULTS AND DISCUSSION 

 
4.1 FEATURE ENGINEERING: 

In the feature engineering stage, we aimed to reduce the number of features to simplify our 

model and eliminate any redundancy. 31 features are available right now. We performed 

Principal Component Analysis (PCA) on our dataset, which resulted in the extraction of 10 

principal components. These principal components were chosen based on their ability to 

capture the most significant amount of variance in the data while minimizing the loss of 

information. The 10 principal components were then used as our new features in the 

classification stage. 

4.2 PRINCIPAL COMPONENT ANALYSIS: 

 

Principal Component Analysis (PCA) is a widely used technique for dimensionality reduction. 

In our study, we applied PCA to our dataset, which had 31 features, to extract the most relevant 

features. The following steps were performed in PCA: 

 

1. Normalization: We used the Standard Scaler method to normalize the data. 

Normalization is an important step in PCA, as it ensures that all variables are on the 

same scale. 

2. Covariance Matrix Calculation: We then calculated the covariance matrix of the 

standardized data. 

3. Eigenvector and Eigenvalue Calculation: We calculated the eigenvectors and 

eigenvalues of the covariance matrix. The eigenvectors represent the directions of 

maximum variance in the data, while the eigenvalues indicate the amount of variance 

that is explained by each eigenvector. 
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4. Feature Selection: We selected the top 10 eigenvectors based on their corresponding 

eigenvalues, which explained the majority of the variance in the data. The selected 

eigenvectors were used as new features in our model. 

The main advantages of using PCA are that it reduces the number of features, while retaining 

the most important information in the data. This can lead to improved accuracy, reduced 

training time, and a more efficient model for practical use in industry. 

 

 

 

 

 
4.3 CLASSIFICATION: 
 
A type of supervised machine learning called classification uses input data to predict particular 

classifications. We used three well-known classification algorithms in this study with the aim 

of identifying breast malignancies in their early stages: Logistic Regression (LR), Random 

Forest (RF), and XGBoost (XGB). 
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Logistic Regression is a linear classification algorithm that estimates the probability of a binary 

outcome based on one or more predictor variables. It is a widely used algorithm in medical 

diagnosis due to its simplicity and interpretability. 

Random Forest is a decision tree-based ensemble method that uses multiple decision trees to 

make predictions. It works by randomly selecting a subset of features and building a decision 

tree on each subset. The final prediction is based on the majority vote of all the decision trees. 

XGBoost is an optimized gradient boosting algorithm that is known for its high accuracy and 

speed. It is based on boosting decision trees and uses a variety of regularization techniques to 

prevent overfitting. 

To optimize the performance of each algorithm, we performed hyperparameter tuning by 

exhaustively searching the parameter space to find the best combination of hyperparameters 

for each classifier. The parameters for each classifier are shown in Table 3. 

The performance of each classifier was evaluated using several metrics, including accuracy, 

precision, recall, and F1 score. These metrics are commonly used to evaluate the performance 

of classification models, with accuracy representing the overall correctness of the model, 

precision measuring the fraction of correctly classified positive cases, recall measuring the 

fraction of actual positive cases that were correctly classified, and F1 score representing a trade-

off between precision and recall. 

The results of the classification models showed that all three algorithms achieved high 

accuracy, precision, recall, and F1 score, with XGBoost outperforming the other two 

algorithms. This suggests that XGBoost may be the best algorithm for early detection of breast 

tumors. However, further studies are needed to validate these findings and determine the 

generalizability of the model. 
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4.4 TUNED PARAMETER SET: 

 

 

 

 

 

 

 
 
 

Table 3: Tuned Parameter set 
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In this study, we used 10-fold cross-validation to train and evaluate our models. Cross-

validation allows us to test the generalizability of our models to new data and avoid overfitting. 

We performed a grid search to find the optimal hyperparameters for each algorithm. The 

hyperparameters and their values used for each classifier are as follows: 

Logistic Regression: 

• C: [0.01, 0.1, 1, 10, 100] 

• penalty: ['l1', 'l2'] 

• solver: ['liblinear'] 

Random Forest: 

• n_estimators: [100, 200, 500, 1000] 

• max_depth: [5, 10, 15, 20, None] 

• min_samples_split: [2, 5, 10] 

• min_samples_leaf: [1, 2, 4] 

XGBoost: 

• learning_rate: [0.01, 0.1, 0.5] 

• max_depth: [3, 5, 7, 9] 

• subsample: [0.5, 0.7, 1] 

• n_estimators: [100, 500, 1000] 

 

We used the GridSearchCV function from the scikit-learn library to perform the grid search 

for hyperparameter tuning. The best hyperparameters for each algorithm are shown in Table 

3. We used these hyperparameters to train our models and evaluate their performance on the 

test set. 
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Some advantages of cross-validation include: 

• The variance of the cross-validation estimator is smaller than that of the single hold-out 

set estimator. 

• The cross-validation results are more trustworthy than the single hold-out set of results. 

• It lessens the likelihood of overfitting as well. 

 

4.5 PERFORMANCE EVALUATION: 

Three assessment metrics—Accuracy, AUROC, and F-Measure—were used to compare the 

performance of our classification models on the dataset. 

Accuracy assesses the model's precision and shows how well the predictions came true. It is 

determined by dividing the number of observations (including True Positives and True 

Negatives) by the proportion of observations that were correctly anticipated. A greater 

classification performance is shown by accuracy numbers that are higher. 

Accuracy = ((TP+TN))/((TP+TN+FP+FN)) 

AUROC (Area Under Receiver Operating Characteristics) is a performance metric that gives 

details about how effectively the positive class is differentiated from the negative classes. It 

is calculated by plotting the True Positive Rate (TPR) against the False Positive Rate (FPR) at 

various threshold settings, and measuring the area under the resulting curve. An AUROC value 

of 0.5 indicates a random classifier, while a value of 1 indicates a perfect classifier. 

AUROC = ((TPR+TNR))/2 

F-Measure is a measure of the overall performance of the model, combining both precision 

and recall. Precision is the proportion of relevant instances among the retrieved instances, 

while recall is the proportion of relevant instances that were retrieved. The F-Measure is 
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calculated as the harmonic mean of precision and recall. A higher F-Measure value indicates 

a better balance between precision and recall, and hence, better classification performance. 

Precision=  TP/(TP+FN) 

Recall=  TP/(TP+FN) 

F-Measure=  (2×Precision ×Recall)/(Precision+Recall) 

For each of the three classification models, we calculated the Accuracy, AUROC, and F-

Measure values. The results showed that all three models performed well in classifying the 

breast cancer dataset, with XGBoost achieving the best performance in terms of Accuracy 

(98.8%), AUROC (99.5%), and F-Measure (0.987). Logistic Regression and Random Forest also 

achieved good performance, with Accuracy values of 95.4% and 96.5%, AUROC values of 

0.983 and 0.989, and F-Measure values of 0.926 and 0.956, respectively. 

Overall, our results demonstrate that the classification models are effective in detecting 

breast tumors in their early stages, and that XGBoost is the best performing model for this 

task. The high accuracy and AUROC values, as well as the high F-Measure score, suggest that 

the model is robust and can generalize well to new data. 

4.6 EXPERIMENTAL RESULTS:  

For the purpose of identifying breast malignancies in their early stages, the study used three 

classifiers: Random Forest (RF), Logistic Regression (LR), and XGBoost (XGB). After pre-

processing, the models were ran using customized parameters on both the raw data and the 

PCA-processed dataset. 

The results were evaluated using three evaluation metrics: Accuracy, AUROC, and F-Measure. 

From Table III, it can be observed that all three classifiers performed well on the raw dataset, 

with XGBoost achieving the highest accuracy of 98.5%, followed by RF at 97.5%, and LR at 

95.5%. For the PCA-processed dataset, XGBoost again performed the best, with an accuracy 

of 97.5%, followed by RF at 96.5%, and LR at 94%. 
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The comparison of results for the raw and PCA-processed datasets revealed that using PCA 

reduced the number of features, resulting in a decrease in accuracy for all three classifiers. 

However, the difference was minimal, indicating that the PCA-processed dataset can still be 

useful in reducing the computational time for building models with fewer features. 

The code snippets for implementing the classifiers and the comparison of results can be found 

in Table 4. Overall, the experimental results demonstrate the effectiveness of the classifiers in 

detecting breast tumors in their early stages and highlight the importance of feature engineering 

and parameter tuning for optimizing the results. 
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Table 4:Comparative Analysis of experimented Results 
 

We used the tuned parameters to compare the performance of three classifiers on the raw data 

and PCA-processed dataset: Random Forest (RF), Logistic Regression (LR), and XGBoost 

(XGB). The outcomes demonstrated that PCA's impact on the classifiers' performance varied. 

In contrast to the raw data, RF and LR performed worse on the PCA-processed data, whereas 

XGBoost performed better. High accuracy and F-Measure scores were reached by both LR and 

XGBoost, with LR performing better on the raw data and XGBoost on the PCA-processed data. 

The performance of XGBoost remained comparable or even improved while going from 31 to 

11, making it the most successful classifier. Figures 4 and 5 demonstrate the classifiers' 
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performance. These outcomes highlight the value of PCA in managing high-dimensional data 

and highlight XGBoost's potential as a formidable classifier for this job. 

 

 
Figure 12: Performance of different classifier over Raw dataset 

 
Figure 13: Performance of different classifier over PCA dataset 
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CHAPTER 5: CONCLUSION AND RECOMMENDATIONS: 

5.1 CONCLUSION: 

This research aimed to develop a reliable method for early detection of breast cancer using 

machine learning techniques. The proposed solution incorporated PCA and XGBoost, which 

demonstrated outstanding results with an accuracy rate of 98.06%. The results of this study 

outperformed previous studies and showed the potential for early detection of breast cancer, 

which can have a significant impact on patients' lives and healthcare systems. 

Moreover, the comparison between various classifiers allowed us to select the best option for 

the model, ensuring its accuracy. The findings of this research demonstrated that the use of 

PCA can effectively reduce the number of features while preserving the essential information, 

making it an effective tool in managing high-dimensional data. 

Although the proposed solution shows promising results, there is still room for improvement. 

In future studies, researchers can further explore cutting-edge machine learning and deep 

learning techniques to enhance the model's performance and make it more dependable. 

Additionally, the proposed solution can be integrated into a clinical setting to provide a non-

invasive and reliable alternative to current testing methods. 

Overall, this study contributes to the growing body of research on early detection of breast 

cancer using machine learning techniques. The proposed solution has the potential to 

revolutionize the way breast cancer is diagnosed and treated, leading to improved patient 

outcomes and reduced healthcare costs. 
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5.2 RECOMMENDATIONS FOR FUTURE WORK: 

There are several recommendations for future work. First and foremost, future studies should 

focus on expanding the dataset to include a more diverse population and a larger sample size. 

This would allow for a more comprehensive analysis and may help identify additional risk 

factors for breast cancer. There are many limitations to this research. The fundamental 

challenges and a few related areas were the only things it first focused on. And Kaggle is the 

only tool used to gather the data. 

Additionally, further investigation is required to identify the most effective feature selection 

and reduction techniques, as well as the most suitable classification algorithms for breast 

cancer diagnosis. Future studies may also explore the use of cutting-edge machine learning 

and deep learning techniques to enhance the accuracy of the model. 

Furthermore, future studies should also consider incorporating other medical imaging 

techniques, such as magnetic resonance imaging (MRI), in addition to mammography, to 

increase the sensitivity and specificity of the model. Finally, the proposed solution may be 

extended to other types of cancer, providing an even more comprehensive diagnostic tool. 

In conclusion, this study has demonstrated the potential of utilizing machine learning 

algorithms and feature selection techniques to accurately diagnose breast cancer. However, 

further research is needed to fully realize the potential of these techniques and to develop 

more robust and accurate models for breast cancer diagnosis. 
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