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ABSTRACT 

 

Heart disease and other cardiovascular disorders have surpassed all others as the leading 

cause of mortality worldwide during the last several decades. Given the many potential 

causes of heart disease, it is essential to develop effective, efficient methods for making 

an early diagnosis and taking prompt action to treat the illness. In the healthcare industry, 

data mining has become more popular as a method for evaluating massive datasets. 

Researchers use a variety of machine learning and data mining approaches to analyze 

large, complicated medical datasets to help healthcare practitioners in making heart 

illness predictions. This research proposes a model that makes use of various supervised 

learning methods, including the Decision Tree, the Random Forest, the K-Nearest 

Neighbor, the XG Booster, the Support Vector Machine, the Gaussian Naive Bayes, the 

Bernays Naive Bayes, and the Logistic Regression, as well as two hyper-parameter 

optimization strategies, the Grid Search CV and the Randomized Search CV, and three 

feature selection strategies, the Univariant selection, the Model It makes use of the 

preexisting UCI collection of people with heart illness. Keeping score in Cleveland. The 

dataset has 1025 samples with 14 different characteristics. All of these are essential for 

the proper operation of different algorithms. The goal of this research is to determine how 

likely it is that participants will develop heart disease. The findings suggest that the 

Univariant selection method provides the maximum  reliable outcomes. 
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CHAPTER 1 

INTRODUCTION 

 

One of the most important organs in a human body is the heart. The blood arteries are the 

conduits that allow blood to be pushed through the circulatory system. It is essential for 

the body's multiple organs to have a healthy circulatory system since it carries blood, 

oxygen, and other substances to all of the body's organs. The importance of the heart as a 

part of the cardiovascular system cannot be overstated. Inadequate function of the heart 

may lead to diseases that are deadly as well as other significant health issues. 

1.1 Cardiovascular Disease Types 

Diseases that affect both the heart and the blood arteries are included in the group of 

conditions that are commonly referred to as cardiovascular diseases, or CVD for short. 

Conditions such as coronary artery disease (CAD), which may lead to symptoms such as 

chest pain and even a heart attack, are included in the category of cardiovascular disease 

(commonly known as a heart attack). Plaque, a waxy material, may build up within the 

coronary arteries and lead to coronary heart disease (CHD), which is another kind of 

heart ailment. CHD is defined by the buildup of this waxy substance. These are the 

arteries that feed the muscle of the heart with oxygenated blood, and they are located in 

the heart. Atherosclerosis is the medical name for the condition that takes place in these 

arteries when plaque starts to build up in them. It might take years for the first signs of 

plaque to appear. This plaque has the ability to either shatter or become more rigid over 

time (break open). Plaque that has hardened over time progressively narrows the 

coronary arteries, which in turn reduces the quantity of oxygen-rich blood that can pass 

through those arteries and reach the heart. If it breaks, the surface of this plaque has the 

potential to create a clot in the bloodstream. The majority of the time, a substantial blood 

clot is able to completely cut off the blood flow to a coronary artery. The repercussions of 

the ruptured plaque over time include the hardening or constriction of the coronary 

arteries. If the blood flow is not quickly restored, the damaged heart muscle will begin 
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the degenerative process of wasting away. If treatment for a heart attack is delayed for 

even a short period of time, the patient may develop major health complications or 

possibly pass away. Around the globe, heart attacks are a leading cause of mortality in 

both men and women. The following is a list of common symptoms that occur during a 

heart attack. [1]  

1. Chest pain 

It is the most typical warning sign that a heart attack is about to occur. It is possible 

for a person to experience pain, tightness, or pressure in their chest while they are 

experiencing a heart attack or have a blocked artery in their body. 

2. Nausea, Indigestion, Heartburn and Stomach Pain 

Some of these symptoms are among the warning signs of a heart attack that are often 

neglected by people. In most cases, women are the ones who are affected by these 

symptoms more often than males do. 

3. Pain in the Arms 

Most of the time, the discomfort begins in the chest and gradually spreads to the 

arms, particularly the left arm. 

4. Feeling Dizzy and Light Headed 

factors resulting in a loss of equilibrium 

5. Fatigue 

You shouldn't ignore simple tasks that make you feel fatigued. 

6. Sweating 

A stroke, heart failure, hypertensive heart disease, rheumatic heart disease, 

cardiomyopathy, cardiac arrhythmia, congenital heart disease, valvular heart disease, 

aortic aneurysms, peripheral artery disease, and venous thrombosis are a few 

examples of additional cardiovascular disorders that are extremely prevalent. Certain 

irregularities in the way the circulatory system operates can give rise to heart 

conditions, or existing heart conditions can be made worse by certain choices in 

lifestyle, such as smoking cigarettes, adhering to certain dietary patterns, or leading a 

sedentary lifestyle, amongst other things. The effective treatment and management of 

heart diseases are made possible by the early diagnosis of heart disorders. In this 

particular circumstance, early discovery is of the utmost importance. When it comes 
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to the prevention of heart disease, having a comprehensive awareness of both its 

origins and its repercussions is generally helpful. 

1.2 Prevalence of Cardiovascular Diseases 

According to some estimates, cardiovascular illnesses are responsible for the deaths of 

17.5 million people all over the globe. More than seventy-five percent of fatalities that 

occur in countries with middle-income and low-income levels are attributable to 

cardiovascular illnesses. In addition, heart attacks account for 80% of all deaths caused 

by cardiovascular disease. [2] A growing number of people in India are diagnosed with 

cardiovascular diseases on an annual basis. At the moment, there are over 30 million 

people in India who are afflicted with heart disease. More than 2 million open-heart 

surgeries are performed every year in India. The fact that the number of patients who 

need coronary treatments has been growing at a rate of 20% to 30% in recent years is a 

very alarming trend. [3] The remaining aspects of the thesis are discussed in the 

following paragraphs. In the next section, you will find an explanation of some well-

known data mining techniques for predicting heart disease. In this section, we take a look 

at some of the most common data mining strategies that are used for the sake of doing 

data analysis. In Section 4, a summary of the methodologies and conclusions of past 

research on the diagnosis and prognosis of heart illness is provided. In Section 5, we will 

cover both the positive and negative aspects of doing a literature study. The conclusion 

may be found in Section 6, which also includes a discussion on the essay's path going 

forward. 

1.3 Machine Learning 

The primary goal of machine learning, which is a subfield of artificial intelligence that is 

gaining increasing prominence, is to create systems and then give those systems the 

ability to learn. After that, make use of these algorithms to make predictions about the 

future based on data from the past. Machine learning algorithms need to be trained on a 

training dataset before they can be used to generate a model. The system makes 

predictions about heart disease by utilizing the most recent input data. The input dataset 

is analyzed via the lens of machine learning in order to unearth hidden patterns, after 

which models are developed. It generates precise forecasts based on the raw data 
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provided. [4] Using the newly provided data, the algorithm makes predictions about heart 

disease, and then evaluates how accurate those predictions are. The following categories 

include the many methods of profiting from machines: 

 

1.3.1 Supervised Learning 

The model is trained with the help of a dataset that contains labels. It takes in information 

and then outputs outcomes. Datasets go through a process of categorization before being 

separated into training and test sets. Our model is trained using the training dataset, and 

the test dataset gives additional information that is used to evaluate how well the model 

predicted the data. The results produced by the models are included in the dataset. 

Categorization and regression are two examples of its applications. 

1.3.2 Unsupervised Learning 

The dataset that is being utilized for training does not include any labels or categories. 

The goal is to unearth hidden data patterns as quickly and efficiently as possible. Training 

is given to the model so that it may learn to recognize patterns. It is able to easily predict 

hidden patterns in each new dataset that is supplied, but as it examines the data, it utilizes 

the datasets to draw inferences about the hidden patterns. The dataset that we are using 

for this approach does not display any replies. Examples of unsupervised learning 

techniques include the clustering approach and other similar methods. 

1.3.3 Reward-Based Learning 

The software is able to learn from experience rather than from a tagged dataset or 

outcomes that are tied to data since it does not utilize either of these. The structure of the 

aforementioned method, which improves the way it appears based on how it interacts 

with the world around it, finds, via analysis of and experimentation with a variety of 

possibilities, how to address the method's deficiencies and create the desired result. 

Estimating the chance of developing heart disease is a common use of classification 

strategies, which are often employed in supervised learning approaches. 



©Daffodil International University  5 

Research on a wide range of diseases, including liver disease [5], Parkinson's disease [6], 

heart disease [7], breast cancer [8], lung disease [9], and others, has benefitted from the 

application of a number of different machine learning strategies over the course of the 

past few decades in the healthcare industry [5, 6]. The many approaches that were used in 

order to make accurate diagnoses of the illnesses each generated favorable results overall. 

Patients have a number of expectations, the most important of which is that their 

illnesses, particularly cancers, would be appropriately and quickly detected. The fact that 

the technique for detecting demands specific training and skill shouldn't come as much of 

a surprise to anybody. We believe that the use of machine learning and data mining may 

lead to an improvement in the accuracy of the approach, a decrease in the number of 

incorrect diagnostics, and, eventually, the provision of high-quality treatment to patients. 

The primary goal of this investigation is to use a wide range of data mining and machine 

learning strategies in order to come up with an original and accurate model for CAD 

identification. The traditional machine learning techniques of Decision Tree, Random 

Forest, K-Nearest Neighbor, XG Booster, Support Vector machine, Gaussian Naive 

Bayes, Bernoulli Naive Bayes, and Logistic Regression, as well as the three feature 

selection techniques known as Univariant selection, Model based feature selection, and 

Recursive Feature Elimination, are all extremely well known. were evaluated, as well as 

two hyper-parameter optimizations, such as Grid Search CV and Randomized Search 

CV, which were carried out. We feel that the approach that was presented may be useful 

in triage, reduce the need for professional counsel, and ultimately result in time and cost 

savings when diagnosing coronary artery disease (CAD) 

1.4   Motivation 

Today, heart disease is a leading cause of death in both men and women, making it a 

significant public health issue that warrants careful consideration. According to the 

World Health Organization (WHO), heart disease is responsible for the deaths of 17.9 

million people each year, which accounts for 31% of all deaths. Although there are 

methodologies and techniques for machine learning accessible for the prediction of 

cardiac issues, there are now no suitable models available that are able to do so in a more 

accurate and quicker manner. At the moment, there is no reliable automated technology 
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that may assist in the diagnosis of heart disease or minimize the severity of its symptoms. 

Therefore, it will be a significant achievement to use algorithms for machine learning in 

order to lessen the impact of the condition on a daily basis. It has the potential to greatly 

delay the development of cardiac conditions, as well as enhance the quality of life for 

individuals who already have them. The fundamental objective of this research project is 

to develop a model that can anticipate the occurrence of cardiac issues. In addition, the 

purpose of this research is to determine the classification method that has the maximum 

degree of accuracy in predicting the illness that was described before. 

1.5   Objective 

The proposed research investigates the aforementioned four classification algorithms in 

order to conduct performance analysis and make predictions about heart disease. The 

following is a list of the goals that the work being done on the present project aims to 

accomplish: 

1. The primary purpose of this research is to develop a diagnostic tool that may help 

doctors detect cardiac problems at an earlier stage. 

2. The purpose of this investigation is to make an accurate diagnosis of whether or not a 

patient has cardiac disease. 

3. The purpose of this research is to assess whether or not it is probable that the patient 

will be diagnosed with any cardiovascular heart diseases. The medical parameters that 

will be considered include the patient's gender, age, chest discomfort, fasting sugar level, 

and other similar factors. 

4. In addition, the purpose of this study is to identify the most effective categorization 

approach for determining whether or not a patient has cardiac illness. 

These are the most important objectives that we have set for ourselves. 

 

1.6   Expected Outcome 

After the project is finished, the following results are anticipated to have occurred: 1. The 

medical professionals will have access to a tool that is quick and simple to use for the 

diagnosis of cardiovascular disease. 

2. It is possible to diagnose heart disease at an extremely early stage. 
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3. There will be less of a need for elaborate and pricey diagnostic equipment. 

 

1.7   Report Layout 

The structure of the report was the point at which everything started; how was it 

constructed? 

In essence, work was done on four different chapters, and they are as follows: 

The first chapter of the book is ―Introduction‖ 

Discussion of the project's rationale, aims, and projected outcomes may be found in the 

first chapter, which provides a description of the project. Following that is a discussion 

on the format of the report. 

―Literature review‖ was discussed in Chapter two. 

Methodology was Mentioned in Chapter three. All the necessary design requirements of 

the project are discussed in this chapter. 

Chapter four shows Overall results that were found from this project and all results were 

also thoroughly discussed 

Limitations of the project was discussed in Chapter five. 

The project is concluded with future scope at Chapter six. 
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CHAPTER 2 

LITERATURE REVIEW 

 

The use of various machine learning algorithms on medical datasets of various diseases, 

such as the detection of different types of cancer, has resulted in amazing progress being 

achieved. The basic clinical methods for evaluating heart sickness include the 

electrocardiogram (ECG), echocardiogram, cardiac computed tomography (CT) scan, 

blood tests, cardiac catheterization, Holter monitoring, and cardiac magnetic resonance 

imaging. In this section, we will review the study on the detection of cardiac diseases, 

with a particular focus on CAD. We will do this by applying data mining, machine 

learning, and other data mining approaches. [10] 

It was recommended by Shu et al. to use quantitative computerized TCM in conjunction 

with representation-based approaches in order to forecast cardiac disease (HD). 

Appropriate classifiers (a total of 11 algorithms) were fine-tuned via the use of a 

probabilistic collaborative agency-based technique. The block and the ProCRC classifier 

FHB + LCB + NBB were combined to create the highest level of accuracy, which was 

88.01%. [11] Pawiak presented an innovative method for researching cardiac diseases, 

which included an analysis of the ECG data and a model that was based on evolving 

neural networks. Following preprocessing that included normalization and feature 

extraction, the proposed model was applied to a dataset including information on heart 

illness. The four major classifiers that were used were SVM, KNN, PNN, and RBFNN. 

According to the collected data, the evolving neural system that made use of SVM fared 

the best when applied to a 17-class ECG dataset. It achieved an accuracy of 90%. The 

recommended approach also required an extremely short amount of time for responses. 

[12] From 2012 till 2017, Alizadehsani et al. explored a variety of machine learning 

approaches in order to identify coronary artery disease (CAD). [13] Other researchers 

focused their attention on the detection of heart illness by using rule mining techniques. 

The Particle Swarm Optimization (PSO) method was used in order to build rules for a 
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dataset including information on cardiac disease. The accuracy achieved as a result was 

87%. [14] 

In addition, the powerful algorithms known as decision trees (DT) may be used for the 

correct diagnosis of heart illness. Abdar made use of four different decision tree 

algorithms in order to provide rules for the dataset on heart illness that were 

understandable and crystal clear (C5.0, CHAID, CART, and QUEST). The research 

results indicated that decision trees may have a good performance and develop simple 

rules for the dataset. It was determined that C5.0 had the greatest performance since it 

had the highest level of accuracy (85.33%). [15] In addition to using NN, K-Nearest 

Neighbor (K-NN), C5.0, and SVM, Abdar et al. analyzed a dataset that had 270 records 

and was connected to heart disease. In order to choose characteristics that had a 

statistically significant impact (p = 0.05 or above), logistic regression was utilized. They 

discovered that the C5.0 algorithm produced the greatest results when linked with the 

qualities of choice, with an accuracy of 93.02%. Clustering was the method that Verma 

and colleagues used in order to arrive at a diagnosis for heart illness. In order to create 

their model, they made use of K-means clustering, PSO search, and the selection of the 

correlation-based feature subset (CFS). [16] According to the findings of Verma and 

colleagues, the suggested model performed very well when multinomial logistic 

regression (MLR) was used, achieving an accuracy of 88.40%. [17] An unsupervised 

model-based clustering method was employed by Hinchcliff et al. to investigate the 

involvement of the heart in systemic sclerosis. This was done so that the debate may go 

further. The model that was used resulted in the dataset being segmented into several 

categories, which in turn showed certain correlations that were not previously known to 

exist between the samples. [18] A powerful method of machine learning known as fuzzy 

systems has the potential to be used in the creation of an intelligent diagnostic model. The 

unique model that Zou and Deng introduced was one that was based on fuzzy concept 

lattice. [19] In order to diagnose coronary heart disease, Lahsasna et al. created a rule-

based fuzzy system (FRBS). The performance of the model was improved by using a 

multi-objective evolutionary algorithm in conjunction with an ensemble classifiers 

approach (ECS). [20] The A-FRBS classifier achieved the highest possible accuracy on 

the test data, which was 84.44%. In addition, Hassan et al. proposed a fuzzy expert soft 
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system for predicting CAD. This system was effective in their eyes since it was a model 

that they could comprehend, hence they deemed it to be successful. [21] Paul and 

colleagues recommended using a rule-based fuzzy system that was built on a weighted 

adaptive technique for the purpose of calculating the likelihood of acquiring heart 

disease. [22] 

Using efficient methods of ensemble learning may make it possible to boost the 

performance of traditionally-implemented algorithms. Radial Basis Function (RBF), K-

NN, Naive Bayes (NB), Discrete Trees (DT), Multilayer Perceptron (MLP), Support 

Vector Machines (SVM), and Single Conjunctive Rule Learner were the seven machine 

learning methods that Pouriyeh et al. utilized on a dataset for heart disease (SCRL). On 

top of optimization, methods for stacking, boosting, and bagging ensemble learning were 

applied. Out of all of these methods, the boosting-based technique of SVF fared the best. 

[23] A gradient boosting classifier was used in order to make a prediction about CAD 

cases that had physiological importance. In order to test this model, a dataset of 252 

patient records was used. Scores for accuracy, sensitivity, positive predictive, specificity, 

and negative predictive were, respectively, 52.7%, 84.6%, 78.2%, 63.0%, and 68.30% for 

the recommended approach. [24] 

For the purpose of diagnosing CAD using ECG data, an innovative model known as 

stacked CNN-LSTM was presented. The effectiveness of machine learning algorithms 

was significantly improved by the use of a simple stacking. This hybrid model correctly 

predicted not just data that were not particular to a single subject, with an accuracy of 

99.85%, but also data that were specific to a single subject, with an accuracy of 95.76%. 

[25]. The accuracy of the suggested approach was 89.70% when the size of the total 

ensemble was 10, which was an improvement over the performance of earlier techniques 

in the dataset on heart disease. The algorithm had been put to use in order to conduct an 

analysis of four distinct datasets that were related to the illnesses of the breast, diabetes, 

heart, and hepatitis. [26]. In addition, the effect that machine learning strategies have on 

the categorization of supraventricular and ventricular ectopic beats was looked into. 

Using a recently created hierarchical cardiac classification method that makes use of 

random projection and the SVM ensemble technique, each recording from Data Set 2 
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(DS2 as a training data set) was given the Association for the Advancement of Medical 

Instrumentation (AAMI) standard. This system had an accuracy rate of 99.90%, high 

performance, and was somewhat fast. [27] 
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CHAPTER 3 

METHODOLOGY 

 

In the interest of assisting both patients and medical professionals working within the 

field of medicine, this research makes an effort to make a prognostication about the 

likelihood of acquiring heart disease as a possible cause of computerized heart disease 

prediction. This research study investigates both the analysis of datasets and the use of a 

variety of machine learning strategies to the data gathering in order to fulfill the 

requirements of the aim. This research demonstrates, among other things, that some 

characteristics are more significant than others when it comes to establishing an 

expectation of better accuracy. Because not all of a patient's attributes will necessarily 

have a substantial influence on the result, this might save a patient money on numerous 

research that they have to do. [28] 

3.1 Description of medical dataset used 

The Cleveland database, which is located in the UCI repository and includes patient data 

on persons who have cardiac disease, was used for the purpose of this research. It 

includes a real dataset with 1025 data instances and 14 distinct variables (13 predictors 

and 1 class), some of which include age, sex, resting blood pressure, and others. The class 

is "age" (Table 3.1.1). 

TABLE 3.1.1. ATTRIBUTES AND DETAILS OF DATASET OF HEART DISEASE 

Age Continuous Age in years 

Sex Discrete 
0=female 

1=male 

Chest pain type Categorical 

Typical angina=1, 

Atypical angina=2, 

Non-anginal pain-=3, 

Asymptomatic=4 

Resting blood pressure Continuous Resting blood pressure (mmHg) 
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Cholesterol Continuous Cholesterol (mg/ml) 

Fasting blood sugar Discrete 
Lower than 120 mg/ml=0, 

Greater than 120 mg/ml=1 

Rest ecg Categorical 

Normal=0, 

ST-T wave abnormality=1, 

Left ventricular hypertrophy=2 

Max heart rate Continuous Max heart rate (bpm) 

Exercise induced 

angina 
Discrete 

Yes=1, 

No=0 

Slope Categorical 

Up sloping=1, 

Flat=2, 

Down sloping=3 

Vessels colored by 

fluoroscopy 
Categorical 

Zero=0, 

One=1, 

Two=2, 

Three3, 

Four=4 

thalassemia  

No=0, 

Normal=3, 

Fixed Defect=6, 

Reversable Defect=7 

Target Discrete 
Yes = 1 

No = 0 
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A bar plot, similar to the one shown in Figure 3.1.1, is also used to represent the 

distribution of the instances included in the data set. The dataset included the information 

of around one hundred people who had heart illness. 

 

 

 

 

Figure 3.1.1. Distribution of the instances. 
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In yet another bar plot, which can be seen in Figure 3.1.2, the gender distribution of the 

instances that make up the data set is shown. It is unmistakable that there were about 

sixty percent more men (almost 600) in the sample than there were females (400). 

 

Figure 3.1.2. Gender distribution of the instances. 

 

 

The difference in age between individuals who have cardiac disease and those who do not 

is seen in Figure 3.1.3. It was shown that people between the ages of 50 and 65 had a 

disproportionately high prevalence of heart disease patients. 
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Figure 3.1.3. Age Distribution for people with heart disease. 

 

3.2 Data Pre‑processing 

The data that was collected from the actual world included a considerable quantity of 

information that was either missing or noisy. These data have been preprocessed in order 

to prevent the difficulties that were mentioned and to create reliable predictions. The 

sequential chart for our proposed model is shown in Figure 3.2.1 below. 

In general, the data obtained comprises noise as well as values that are missing. These 

data need to have any noise removed from them, and any missing values need to have 

replacements found for them in order to provide an accurate and useful output. 

In order to comprehend the data that is shown in Figure 3.2.1, a measure that was 

developed to determine the degree to which each metric and the goal diagnostic are 

connected was developed. It should be pointed out that time was the sole factor that had 

the strongest links to the desired characteristic. This makes it much easier to build an 

overall perspective on the data that is being processed. 
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Figure 3.2.1 Heat map of correlation values. 
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In addition, bars were made for the characteristics data visualization in order to have a 

sneak peek at the distribution of the data, as can be seen in Figures 3.2.2. It should be 

underlined that the normal distribution applies to all continuous characteristics, since this 

is an important point. 

 

Figure 3.2.2. Attribute bar plots. 

 

3.3. Algorithms Used 

3.3.1 Decision Tree 

Decision trees, which are a kind of classification procedure, may make use of either 

categorical or numerical data. The use of decision trees results in the production of 

structures that resemble trees. Decision trees are a basic and common method that are 

used for the management of medical information. It is not difficult to do data analysis 

when using a graph that has a tree structure. The decision tree model conducts data 

analysis by using three nodes as its foundation. 
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This method divides the data into two or more groups that are identical based on the 

indications that are considered to be the most significant. In order to divide the data in 

accordance with the entropy of each characteristic, the predictors with the highest 

information gain or the lowest entropy are utilized: 

             ∑

 

     

             

                           ∑

           

|  |

| |
            

The findings are simpler and more straightforward to read and understand. This method is 

superior to others in terms of precision since it conducts its analysis on the dataset using a 

network that resembles a tree. However, given that just a single characteristic is considered in the 

decision-making process at any one moment, the data may be overclassified. [29] 

3.3.2 Random Forest Algorithm 

When doing supervised classification, the algorithmic method known as the random 

forest is often used. In the context of this method, a forest consists of a great number of 

trees. The prediction for a model is based on the category that received the most votes in 

a random forest, which is determined by the class expectation emitted by each tree. The 

employment of additional trees in the random forest classifier leads to a higher level of 

accuracy being generated. The following is a rundown of the three common approaches: 

• Forest RC (random blend) 

• Forest RI (random input choice) 

• Combination of forest Resource Inventory and Forest Resource Census 

It is utilized for classification issues as well as regression issues, although it is 

particularly useful for the former and can deal with variables that are not present. In 

addition, the results are either unexpected or it takes a long time to create predictions 

since they need a large amount of data sets and numerous trees. The accuracy of the 
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random forest approach was able to be improved to 91.6% thanks to the Cleveland 

dataset. Using the People's dataset, we were able to achieve an accuracy of 97%. [30] 

The equation for a Random Forest can be represented as: 

                                              

Where: 

 y_pred is the final predicted label 

 T1(x), T2(x), ..., Tn(x) are the predictions of the individual decision trees 

The predictions made by each individual decision tree are combined into a single output 

by the function known as majority vote. While dealing with classification issues, it is 

possible to define it as the mode of the predictions, whereas when dealing with regression 

issues, it is possible to define it as the mean of the predictions. 

The selection of the decision tree in Random Forest may be done by bootstrapping the 

dataset, and for each tree, a random collection of characteristics is chosen to divide the 

nodes in the tree. The procedure in question is referred to as the random subspace 

method. 

The Random Forest approach may increase the accuracy of the decision tree by lowering 

the variation produced by the associated characteristics in the data. By averaging the 

predictions of many different decision trees, it also helps to decrease the overfitting that 

might be induced by the decision tree. 

3.3.3 K Nearest Neighbor Classification(KNN) 

The Knearest neighbors algorithm is a kind of technique that may be used for supervised 

classification. The classification is done by using the closest neighbor approach. Learning 

of this kind is known as "instance-based learning." The Euclidean distance is what is used 

to determine how far apart two attributes are in relation to one another. In order to 

designate another point, it makes use of a number of points that have been given names. 

After the data have been sorted into groups according to their similarities, K-NN may be 

used to complete the dataset by supplying missing values. Following the completion of 
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the task of completing the missing values, the data set is next put through a variety of 

prediction procedures. The accuracy of the results may be improved in a number of 

different ways by combining these methods. The K-NN method is simple to implement 

since it does not need the creation of a model or the formulation of any additional 

assumptions. Problems involving categorization, regression, and search are all amenable 

to being solved using this technique. Despite being the most straightforward approach, K-

Nearest Neighbors suffers from accuracy issues caused by noisy and irrelevant feature 

combinations. In the research carried out by Pouriyeh and colleagues, using the parameter 

K=9 led to an accuracy of 83.16 percent. [23] 

The equation for KNN can be represented as: 

                               

Where: 

 y_pred is the predicted label of a new data point 

 y_1, y_2, ..., y_k are the labels of the K closest training data points 

mode is the function that returns the label that occurs the most often among the K data 

points that are located the closest together. 

The KNN algorithm is a straightforward and effective method that performs well for 

classification and regression issues. It is especially useful for problems involving limited 

datasets and situations in which the decision boundaries are not clearly defined. It is 

simple to build, does not call for any assumptions to be made about the way the data is 

distributed, and is straightforward to understand. 

3.3.4 Logistic regression 

In spite of the fact that it has its roots in the eighteenth century, logistic regression (LR) 

analysis has developed into a statistical technique that is being more used in medical 

research, notably over the course of the previous two decades. In circumstances when the 

probability of a binary (dichotomous) outcome must be predicted from one or more 

independent (predicting) factors, it is generally accepted as the ideal statistic. 
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LR is used to establish if or not an event took place, as opposed to establishing when it 

did so (time course information is not used). Research in the field of health sciences often 

makes use of this method because it lends itself particularly well to models that include 

states of illness (whether well or ill) and decision-making (yes or no). If the variable to be 

predicted falls into more than two categories, more complicated forms of logistic 

regression are required to handle the issue. These more complex forms of logistic 

regression are known as polychotomous or multinomial logistic regression. [31] 

The equation for logistic regression can be represented as: 

     |                              

Where: 

 P(y=1|x) is the predicted probability of the output y being in class 1 given the 

input features x 

 w
T
 is the weight vector 

 x is the feature vector 

 b is the bias term 

 e is the Euler's number 

The logistic function, which is often referred to as the sigmoid function, is a function that 

translates the anticipated probability between 0 and 1. 

3.3.5 XG Booster 

Extreme Gradient Boosting, or XGBoost for short, is a software package that is open-

source and designed for gradient boosting on decision trees. It is often used in machine 

learning contests as well as in industry since it was developed for the efficient and 

consistent management of huge datasets. It is well-known for its strong performance as 

well as its ability to deal with huge numbers of features and manage missing data. 

The XGBoost algorithm utilizes a technique known as ensemble learning called gradient 

boosting as its foundation. It is able to produce a strong learner that is capable of making 
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correct predictions by combining a number of weak learners, also known as decision 

trees. 

 

The objective function is the primary equation that is used while working with XGBoost. 

This function is defined as the sum of the loss function and a regularization term. The 

loss function calculates the percentage of variance that exists between the value that was 

anticipated and the value that actually occurred. By including a penalty term for models 

that have substantial weights, the regularization term contributes to the prevention of 

overfitting. 

The objective function in XGBoost can be represented as: 

                                  

Where: 

 y is the true label 

 y_pred is the predicted label 

 f is the decision tree 

 Ω(f) is the regularization term 

The regularization term Ω(f) can be represented as: 

                           

Where: 

 γ is the parameter for controlling the complexity of the tree 

 T is the number of leaves in the tree 

 λ is the L2 regularization term 

 w is the weight of each leaf node 

Adjusting the parameters of the decision trees is one of the goals of the XGBoost 

algorithm, which is meant to maximize the value of the objective function. 
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3.3.6 Support Vector machine 

Support Vector Machine, or SVM for short, is a technique for supervised learning that is 

useful for solving issues involving classification and regression. The fundamental 

concept underlying support vector machines (SVM) is to locate a hyperplane, which may 

be thought of as a line or plane in high-dimensional space, that effectively divides the 

data points into distinct categories. The objective is to locate the hyperplane that 

minimizes the margin, which may be thought of as the distance that separates the 

hyperplane from the support vectors that are the data points that are closest to it from 

each of the classes. 

SVMs are especially helpful in situations in which there are more samples than there are 

features, as well as in circumstances in which the classes are not entirely linearly 

separable from one another. In this scenario, Support Vector Machine (SVM) makes use 

of a method known as the kernel trick, which transfers the input data into a higher-

dimensional space in which the classes may be linearly separated from one another. 

Kernels such as linear, polynomial, and radial basis function (RBF) are often used in 

support vector machines (SVM). 

A mathematical representation of SVM may be found in the form of a quadratic 

optimization problem with linear constraints. The purpose is to determine the values of 

the parameters that, given to the restrictions, provide the lowest possible value of the 

objective function. 

SVM is useful for a broad variety of applications in a variety of domains, including 

bioinformatics, image and voice recognition, and text categorization, to name a few. 

The basic equation for a linear Support Vector Machine (SVM) classification problem is: 

              

Where: 

 W
T
 is the weight vector 



©Daffodil International University  25 

 x is the feature vector of a data point 

 b is the bias term 

The equation acts as a representation of the hyperplane that categorizes the data points 

into their respective groups. Finding the values of w and b that maximize the margin, 

which is the distance between the hyperplane and the data points from each class that are 

closest to it and are referred to as support vectors, is the purpose of this exercise. 

 

3.3.7 Gaussian Naive Bayes 

Classifying data points is the job of the probabilistic algorithm known as Gaussian Naive 

Bayes, which applies Bayes' theorem. It is a straightforward technique that may be used 

for the solution of issues involving binary as well as multi-class classifications. Given the 

class label, the fundamental assumption of Naive Bayes is that each of the characteristics 

may be considered independent of the others. Although the statistics from the actual 

world often contradict this assumption, which is why it is referred to be "naive," the 

assumption may nonetheless be useful in a number of circumstances. 

In order to determine the probability of a feature given a class label, the technique makes 

use of the probability density function that is associated with the Gaussian distribution. A 

data point's projected label is determined by selecting the class label that has the best 

possibility of being correct. 

The Gaussian Naive Bayes algorithm can be represented mathematically as follows: 

   |        |               

Where: 

 P(y|x) is the probability of the class label y given the feature vector x 

 P(x|y) is the likelihood of the feature vector x given the class label y 

 P(y) is the prior probability of the class label y 

 P(x) is the prior probability of the feature vector x 
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When the characteristics being analyzed are continuous and the data follows a normal 

distribution, the Gaussian Naive Bayes algorithm is at its most effective. It is also a smart 

option when there are few data points available but a huge number of attributes to choose 

from. 

3.3.8 Bernoulli Naive Bayes 

Classifying data points is the job of the probabilistic algorithm known as Bernoulli Naive 

Bayes, which applies Bayes' theorem. It is a modification of the Naive Bayes method that 

was developed with binary characteristics in mind from the very beginning. 

Bernoulli Naive Bayes represents binary data with a Bernoulli distribution, in contrast to 

the Gaussian Naive Bayes model, which models continuous features with a Gaussian 

distribution. This signifies that it is assumed that each feature is binary (that is, true or 

false, or 0/1), and the likelihood of the feature being true is modeled individually for each 

class label. 

The Bernoulli Naive Bayes algorithm is identical to the Gaussian Naive Bayes algorithm 

in terms of its fundamental equation, which is as follows: 

   |        |                

Where: 

 P(y|x) is the probability of the class label y given the feature vector x 

 P(x|y) is the likelihood of the feature vector x given the class label y 

 P(y) is the prior probability of the class label y 

 P(x) is the prior probability of the feature vector x 

However, the likelihood of the feature vector x given the class label y is now modeled 

with a Bernoulli distribution: 

   |                            

Where: 

 p_y is the probability of the feature being true for the class label y 
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 x is the feature value (0 or 1) 

Following the estimation of the likelihood and prior probability of each class label, the 

likelihood and prior probability of the class label with the greatest probability is selected 

as the label that will be predicted. 

Bernoulli Naive Bayes is especially helpful in situations in which the characteristics 

being considered are binary and the data being considered is sparse. It is especially 

helpful in situations in which there is a high number of characteristics and the data is 

binary. 

3.4  Hyper-Parameter Optimization 

When training an algorithm for machine learning, the parameters known as hyper-

parameters are ones that cannot be changed. They can be used to determine the structure 

of the model, which includes the number of hidden layers and the activation function, or 

they can be used to evaluate the efficiency and precision of model training, which 

includes the learning rate (LR) of stochastic gradient descent (SGD), batch size, and 

optimizer parameters. Both of these applications are possible with the help of these 

variables (hyp). One way to think about the HPO is as the execution phase of the model. 

By adopting the HPO technique, the hyper-parameters of a machine learning model are 

automatically improved. This removes the need for humans to participate in the feedback 

loop of the machine learning system. HPO calls for a significant amount of computer 

resources as a substitute for human work, especially in situations in which numerous 

hyper-parameters are optimized at the same time. Because of the difficulties associated 

with making the most efficient use of computing resources and planning out search areas, 

a great deal of research has been done on HPO, specifically on algorithmic frameworks 

and toolkits. 

HPOs have the following goals: to improve the accuracy and efficacy of neural network 

training; to lower the barrier for research and development; to reduce the cost of menial 

tasks performed by artificial intelligence (AI) specialists; and to improve the plausibility 
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of the selection of the hyper-parameter set and training outcomes. In this study, we use 

the following two types of hyper-parameter optimization.[32] 

3.4.1    Grid Search CV 

The HPO approach that is most essential is the grid search. An exhaustive search is 

carried out on the set of hyperparameters that has been supplied by the user. Users are 

responsible for the generation of all candidates; thus, they should have a fundamental 

understanding of these hyper-parameters. Grid search is useful when there are several 

hyper-parameters but only a limited amount of space to search. 

The most straightforward search strategy, known as grid search CV, produces the most 

accurate predictions. If the user is provided with sufficient resources, they will always be 

able to choose the optimal combination. It is simple to do grid search in parallel due to 

the fact that every trial may be conducted individually and without respect to the 

chronological sequence of events. There is no connection between the results of one 

research and those of any other trials that have been conducted. It is feasible to devise 

allocation strategies for computing resources that are very flexible. Because an increase 

in the number of hyper-parameters that need to be modified results in an exponential rise 

in the amount of computing resources used, grid search is doomed to fail due to the curse 

of dimensionality. [33] 

3.4.2 Randomized Search CV 

Randomized search CV is a significant improvement that stands in stark contrast to grid 

search CV. A random study of hyper-parameters selected from certain distributions of 

probable parameter values is what this term refers to. The search process will continue 

until it either achieves the level of accuracy that was considered to be acceptable or until 

the allotted money has been depleted. Grid search is analogous to random search; 

however, random search has been shown to provide superior results due to the following 

two benefits: 

• In contrast to a grid search, in which the budget for each set of hyper-parameters is a 

fixed amount equal to B1/N, where B is the overall budget and N is the number of hyper-



©Daffodil International University  29 

parameters, independent budget assignments are able to be formed based on the 

distribution of the search space. As a result of the unequal distribution of some hyper-

parameters, random search may prove to be more effective. 

• Even if using a random search to find the ideal is not likely to be successful, it is a given 

that spending more time will enhance the odds of finding the optimal collection of hyper-

parameters. This is because more time equals more chances. This kind of thinking is 

referred to as Monte Carlo approaches, and it is used in circumstances involving 

multidimensional deep learning that involve dealing with huge quantities of information. 

Even while grid search often has a great deal more success than random search, it 

nevertheless calls for a significant amount of processing. It is recommended to use 

random search in the beginning stages of HPO so that the search space may be swiftly 

narrowed down. After then, it is recommended to use a guided algorithm in order to get a 

more accurate result. [33] 

3.5   Feature Selection 

The process of picking a subset of relevant characteristics to be used in the creation of a 

model is referred to as feature selection. It is a method that may enhance the performance 

of machine learning models by lowering the dimensionality of the data, getting rid of 

features that are useless, and simplifying the structure of the model. It is possible to 

accomplish this goal via the use of a variety of ways, including filter methods, wrapper 

methods, and embedded methods. The objective is to choose a subset of features that 

effectively captures the underlying issue, while at the same time minimizing overfitting 

and enhancing the model's capacity to be interpreted by humans. 

An indicator of how much a particular feature contributes to the overall performance of a 

machine learning model is referred to as its "feature significance." It enables us to 

identify which features are most relevant for a certain activity, and it may be used for 

feature selection, feature engineering, and the interpretability of models. The relevance of 

the features in the dataset is seen in Figure 3.5.1. 
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Figure 3.5.1. Feature importance 

There are several different types of feature selection methods, among them, most 

commonly used three three techniques were used in this study. 

 

3.5.1 Univariate Selection 

A sort of filter mechanism known as univariate selection may be used for feature 

selection. It does this by examining the connection that exists between each characteristic 

and the target variable in order to arrive at an overall relevance score for each feature. 

The objective here is to identify the characteristics that have the most significant 

correlation with the variable of interest. 

The p-value is a typical statistical measure that is used for univariate selection. Its 

purpose is to evaluate the likelihood that the association between a characteristic and the 

target variable is the result of random chance. Features that have low p-values (usually 

less than 0.05) are regarded as statistically significant and are kept, whilst those that have 

high p-values are taken out of consideration. 

The SelectKBest method in scikit-learn is an example of univariate selection. This 

method enables users to choose a predetermined number of top-performing features 

based on the results of a variety of statistical tests, such as the chi-squared test or the f 

classif test (which determines the ANOVA F-value between a label and a feature for 

classification problems). 
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It is crucial to note that while univariate selection is simple and fast to perform, it does 

not take into account the connection between characteristics, which, depending on the 

activity, might be quite significant. As a consequence, it's important to experiment with a 

variety of approaches and evaluate the outcomes of each one. 

3.5.2 Model-Based Feature Selection 

A specific kind of wrapper approach for feature selection is referred to as model-based 

feature selection. An method for machine learning is used to assess the feature subset. 

This approach works by first training a model with many distinct feature subsets, and 

then choosing the feature subset that yields the highest level of performance. This method 

takes into account the connections between the features, as well as the connections 

between the features themselves, as well as the connections between the features and the 

target variable. 

Recursive Feature Elimination (RFE), which begins with all features and iteratively 

eliminates the feature that contributes the least to the model's performance, is an example 

of model-based feature selection. This process continues until a certain number of 

features are left. Another example of this would be the SelectFromModel class found in 

scikit-learn. This method requires an estimate as an argument and then picks the features 

from the input data whose coefficients or significance are non-zero or greater than a 

certain threshold. 

Because it involves training a model for each subset of data, model-based feature 

selection demands much more computing resources than univariate feature selection 

does. This is an important point to keep in mind. On the other hand, it is seen as being 

more strong since it takes into consideration the connection between traits, which may be 

essential for certain activities. As a consequence, it's important to experiment with a 

variety of approaches and evaluate the outcomes of each one. 

3.5.3 Recursive Feature Eleimination 

One form of wrapper approach for feature selection is known as recursive feature 

elimination, or RFE for short. It is an iterative procedure that begins with all of the 
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features and eliminates the feature that contributes the least to the model's performance 

until a certain number of features are left. This process continues until a certain number 

of features are left. The procedure starts with training a model with all of the 

characteristics, after which the features are ranked according to the relevance of each one. 

After that, the feature that contributes the least will be eliminated, and the procedure will 

be repeated with the other features until the required number of features has been 

obtained. When ranking the features, one of the most frequent methods to do so is based 

on the estimator's determination of the coefficients or relevance of each feature. 

RFE is often used in combination with other algorithms, such as support vector machines 

(SVMs) or logistic regression. However, it is compatible with any supervised learning 

technique that has a feature significance characteristic. RFE is especially helpful when 

there are a high number of features since it helps to reduce characteristics that are 

redundant or unnecessary, which in turn may enhance the model's performance and make 

it easier to comprehend. However, it may be quite computationally costly, particularly 

when the number of features is very high. Additionally, it is possible that it is not always 

the best choice; thus, it is always a good idea to test out a variety of approaches and 

compare the outcomes. 
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CHAPTER 4 

RESULTS AND DISCUSSION 

 

The findings of lengthy simulations, which were done after an analysis of many different 

machine learning approaches, were then utilized to make forecasts about whether or not 

people will suffer from cardiovascular conditions. Other performance indicators, 

including as accuracy, specificity, F1-score, precision, and sensitivity, as well as the area 

under the receiver operating characteristic curve (ROC-AUC), are calculated and 

analyzed. ROC-AUC is an abbreviation for receiver operating characteristic area under 

the curve. The associated mathematical formulae that are presented below make use of 

the abbreviations TP, TN, FP, and FN, which stand, respectively, for True Positive, True 

Negative, First Probability, and First Negative, respectively. 

 

           
     

           
 

            
  

     
 

              
  

     
 

              
  

     
 

In order to make an accurate forecast, the machine learning model has to go through the 

process of hyperparameter optimization, also known as HPO. During the course of this 

inquiry, the Randomized search CV and Grid Search CV techniques for hyperparameter 

optimization were used to fine-tune our data. This investigation was carried out using a 

computer that had a CPU from Intel's 9th generation Core i5 family and a memory 

capacity of 16 gigabytes. 
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Following the setting of the hyperparameters by the use of the approach that we 

proposed, the machine learning models were trained to keep the bias as low as feasible in 

order to prevent overfitting. 

After then, cross-validation was used to conduct the evaluations, with the goals of 

removing any potential of data loss and ensuring that there is as little fluctuation as is 

practically possible. 

Confusion matrices for each classifier are presented for examination in Figure 4.1. On the 

other hand, the findings that are shown in Table 4.1 for each of the ML algorithms' 

performance metrics for default hyperparameter (DHP) change. In addition, the best 

performing algorithms for each of these three hyperparameter tweaking strategies are 

shown in Table 4.1. 

a) 
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k)     

 

l) 
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m)  

 

Confusion matrices for each of the classifiers are shown in Figure 4.1. a. Decision Tree, 

b. Random Forest, c. K-Nearest Neighbor, and d. Logistic Regression. c. K-Nearest 

Neighbor. e. Search CV Using Grid, f. Search CV Using Randomized g. XG booster, h. 

Support Vector Machine, i. Gaussian Naive Bayers, j. Bernoulli Naive Bayes, k. 

Univariant Selection, l. Model-Based Feature Selection, and m. Recursive Feature 

Elimination. 
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TABLE 4.1. Different ML algorithms' performance metrics using the default hyperparameter 

 

 As can be seen in Figure 4.2, a receiver operating characteristic curve (ROC) was 

generated for each of the models that were used in this study in order to do more research 

and analysis on the models that were developed. Figure 4.2 displays the results of 

calculating the area under each curve. The receiver operating characteristic (ROC) curve 

illustrates the classifier's ability to perform diagnostic analysis. The area value of the 

ROC curve is a measure of how well a model can detect a problem. The better off you 

are, the closer you are to one. 

 

 

Name of the algorithm Accuracy (%) Precision Sensitivity Specificity F1 Score ROC-

AUC 

DT 97.07 0.962 0.980 0.960 0.971 0.97 

RF 98.70 0.974 100.0 0.974 0.982 100.0 

RCV 99.02 100.0 0.990 100.0 0.990 100.0 

GC 99.02 100.0 0.990 100.0 0.990 100.0 

KNN 68.5 0.677 0.699 0.670 0.688 0.84 

LR 83.44 0.740 0.921 0.773 0.821 0.93 

XGB 88.3 0.841 0.913 0.858 0.876 0.95 

SVM 70.05 0.595 0.721 0.666 0.652 0.75 

GNB 78.59 0.714 0.825 0.756 0.765 0.85 

BNB 82.10 0.793 0.833 0.810 0.813 0.90 

US 98.7 0.974 100.0 0.974 0.987 100.0 

MBFS 98.7 0.974 100.0 0.974 0.987 100.0 

RFE 98.7 0.974 100.0 0.974 0.987 0.99 
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m)     

 

Figure 4.2. ROC curve for all models. a. Decision Tree, b. Random Forest, c. K-Nearest 

Neighbor, and d. Logistic Regression. c. K-Nearest Neighbor. e. CV with a Grid Search 

and f. CV with a Randomized Search g. XG booster, h. Support Vector Machine, i. 

Gaussian Naive Bayers, j. Bernoulli Naive Bayes, k. Univariant Selection, l. Model-

Based Feature Selection, and m. Recursive Feature Elimination. 

The final outcome of the hard vote ensemble technique demonstrated that the overall 

accuracy of this study was 98.70% obtained from Random forest Classification model , 

ensuring the predictive usefulness of bioinformatics to assist medical personnel in the 

rapid detection of cardiovascular illness. 
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CHAPTER 5 

LIMITATION 

 

Even when it is driven by facts, machine learning may often have the same biases as 

traditional methods. It is possible for these to become troublesome in high-stakes 

healthcare settings, despite the fact that they are often not problematic in corporate 

environments, which are typically concerned with accuracy. One of these pitfalls is 

known as selection bias, and it includes both sampling bias and observer selection bias. 

Even though there is often a reduction in selection bias in clinical trials that have a 

defined framework, it might be difficult to identify and resolve selection bias in datasets 

that are utilized in machine learning. Imagine a model of machine learning that was 

constructed making use of an electronic health record from a hospital. It is possible that 

this model will underestimate the frequency of a certain illness due to the fact that the 

patients from whom it learns typically undergo proper regular screening. The use of 

internet of things (IOT) technology may significantly mitigate the effects of these 

problems. 
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CHAPTER 6 

CONCLUSION AND FUTURE SCOPE 

6.1 Conclusion 

Most people are quite concerned about developing heart disease since the heart is an 

essential organ. Machine learning algorithms trained on information about cardiovascular 

disease might be very useful in preventing this tragedy and so saving countless lives. 

Heart disease research will benefit from early discovery of any abnormalities, and so will 

healthcare. In this research, we employed a variety of machine learning techniques to 

make predictions on the development of heart disease. In this paper, we give a 

comprehensive comparative analysis, the findings of which reveal that the maximum 

accuracy (99%) was achieved by using hard and soft voting Randomized Search CV. In 

light of this, these methods could aid in the battle against heart disease by facilitating a 

more precise diagnosis and facilitating the provision of appropriate treatment. 

6.2 Future Scope 

Modeling in the computer, the creation of artificial data and patients, as well as mobile health 

solutions, are only two examples of the new fields that are made possible by AI and IoT. Human 

body dynamics are studied and simulated using computers in medical computational modeling. 

By combining several diagnostic data obtained from clinical modalities, it provides a platform for 

the virtual examination and therapeutic optimization, all while allowing for the building of a 

customized heart. Machine learning and computer modeling share the goal of predicting unknown 

consequences from available data, however machine learning is more likely to be data-driven 

whereas computer modeling is often deterministic. Recent research has shown the effectiveness 

of computational modeling using machine learning methodologies, namely in the areas of fluid 

dynamic simulations36 and adverse medication responses. There will be no privacy or expense 

concerns when employing synthetic data, making it ideal for large-scale clinical research; it may 

also serve as a substitute for creating training data for computers. 
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