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Abstract: Semiparametric density estimation is of wide 

applications with numerous novel approaches in its 

estimation. The curse of dimensionality effect which is 

usually associated with nonparametric density 

estimation is often addressed with the semiparametric 

density estimation. The curse of dimensionality effect in 

nonparametric estimation is due to the addition of more 

explanatory variables to a model which ultimately leads 

to slow convergence rate of the model. As the 

explanatory variables increases, the nonparametric 

approach in data estimation becomes difficult and hence 

the need for the semiparametric approach. In 

semiparametric estimation, the variables are considered 

independently in terms of their relation with the 

response variable through the additive techniques. This 

paper considers the additive model by employing the 

Backfitting algorithm and the kernel smoother. The 

Backfitting algorithm is apply on real data using the 

Adjusted R-Squared as the measure of performance and 

the results revealed dominance of the semiparametric 

approach over the nonparametric method. Again, the 

model addresses the curse of dimensionality effects that 

is often associated with is nonparametric counterpart. 

Keywords: Additive Model; Backfitting Algorithm; Kernel; 

Nonparametric; Semiparametric  

1. INTRODUCTION 

The concept of probability density estimation is often 

used in mathematical statistics, probability theory and 

other statistical related fields. Density estimation 

usually involves the construction of probability 

estimates from a data set. Probability density model 

are employed in description of the joint distribution of 

data set or explanation of the conditional distribution 

of a given set of observations when the values of the 

other observations are known [1–3]. Probability 

density estimates are of wide applications in terms of 

exploratory analysis and data visualization. 

Probability density estimation is very important 

because it helps the analyst in getting information and 

having a better knowledge about the distribution of  

 

the underlying observations. Density estimation 

process comprises of estimating the functional form 

of the density from a given set of data. Density 

estimation involves approximating a hypothesized 

probability density from the observations. Other 

known areas were probability density estimates and 

derivatives of probability density estimates can be 

applied includes discriminant and cluster analysis; 

hazard rate estimation; conditional densities and score 

function estimation; testing for unimodality and 

independence [4–9]. 

Probability density estimation uses either the 

parametric model or nonparametric model in its 

analysis of data with the semiparametric model as the 

hybrid of both models. The parametric model is based 

on the assumption that the data sets belong to a 

known family of distribution with a finite number of 

unknown parameters to be estimated. One of the 

required conditions for the successful implementation 

of the parametric model is a small sample size. The 

estimation of the parameters in a parametric model 

demands that an accurate selection of the parametric 

model is made but this tends to be difficult in 

practice. In a parametric model, the parametric 

estimate converges at a  rate and there is no 

discrepancy between the true model and the fitted 

model. Parametric models usually have fixed 

structures and one of the popular parametric 

estimators is the maximum likelihood estimators with 

many applications [10]. 

The nonparametric model does not make assumption 

about the family of the distribution of the data but 

rather they are subjected to critical statistical 

examination often referred to as allowing the data to 

“speak for themselves” [11,12]. Nonparametric model 

gives a better approach to statistical analysis of data 

due to its ability to capture the true structure of the 

underlying distribution. One of the features of 

nonparametric models is that they produce good 

estimates from a very large amount of data and are 

useful as exploratory and visualization tools in data 

analysis [13,14]. On convergence rate, the 

nonparametric models converge at slower rate unlike 

their parametric counterpart that converges at the rate 
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of  [15]. Nonparametric density estimators are 

very flexible because they do not rely on 

distributional assumptions and their flexibility 

resulted in high computational cost that has limited 

their wide spread uses over the years until recently. In 

nonparametric density estimation, it will be assumed 

that the distribution has a probability density function 

but the data will be given the opportunity to speak for 

themselves in the determination of the estimate of the 

function. Nonparametric models are of wide 

applications and are considered as alternative to the 

parametric density estimators that involves the 

specification of parameters which can be estimated 

via the likelihood principle [16, 17]. Nonparametric 

density estimation uses approximations which is 

regulated by the smoothing parameter whose choice is 

very important in the performance and 

implementation process and the techniques for its 

selection are usually data based [18, 19]. Due to its 

simplicity and wide uses, nonparametric methods 

have been applied in different areas of life, especially 

with the availability of fast computing machines. 

Nonparametric estimators are of great importance 

because they form the building blocks of different 

semiparametric estimators in real application. 

Nonparametric models are mainly of direct 

application but sometimes they may be of interest 

only as input to another estimation problem. This 

other estimation problem when described by a finite 

number of dimensional parameters is called a 

semiparametric model [15]. Semiparametric models 

function as a bridge between parametric and 

nonparametric models. Semiparametric model 

comprises of two parts, parametric and nonparametric 

parts and they have the advantage over the 

nonparametric models for retention of finite 

parameterization property. A semiparametric model 

needs more data than the parametric model but it 

requires less data than its nonparametric counterpart 

[20]. Semiparametric model as its name implies is a 

hybrid of the parametric and nonparametric models 

use in constructing, fitting and validating statistical 

models. As a hybrid of both models, semiparametric 

estimators possess the merits and demerits of both 

models [21]. The estimation of a semiparametric 

model requires that a nonparametric estimation of 

some functions must be first estimated. In 

semiparametric models, some features of the 

underlying distribution of the observations are 

unknown while others will assume a known 

parametric approach [22]. 

In this paper, semiparametric density estimation will 

be considered with emphasis on the additive separable 

model using the Backfitting algorithm due to its 

simplicity, flexibility and its ability of presenting the 

estimates of each of the independent variables. The 

organisation of the rest part of this paper is as follows. 

Section 2 is the problem statement with a subsection 

that is dedicated to the semiparametric estimator. 

Section 3 provides a concise methodology of the 

study and the additive separable model with the 

Backfitting algorithm. Section 4 is the empirical 

investigation with real data of the superiority of the 

semiparametric model over the nonparametric model. 

Section 5 concludes of the paper.  

2. PROBLEM FORMULATION. 

The semiparametric and nonparametric methods are 

the two common approaches in exploratory data 

analysis and data fitting. Nonetheless, for some large 

amounts of parameters, the convergence rate of the 

nonparametric method becomes slow. Consequently, 

as the dimension of the data set increases, there tends 

to be difficulty in obtaining accurate results from 

nonparametric estimation. Hence; the need to 

investigate the efficacy of semiparametric estimation 

in overcoming the problems of nonparametric method 

and in effect also providing an exceptional fit. The 

semiparametric additive separable model is the focus 

of this study because the nonparametric component 

has only one-dimensional convergence rate which 

makes it more accurate than the estimation of multi-

dimensional functions. Again, in real life situations, 

the separability ideology of the independent variables 

in the additive model is in consonant with the idea of 

devolution of decision-making process in large 

organizations or stages of production in industries. 

2.1. Semiparametric Density Estimation. 

Semiparametric models bridge the gap between 

parametric and nonparametric models in density 

estimation and they achieve a faster convergence rate 

for conditional mean functions estimation [22]. The 

problem of curse of dimensionality effect associated 

with nonparametric model is solved with 

semiparametric estimators. The problem of curse of 

dimensionality effect associated with the 

nonparametric density estimators and the conditional 

mean function estimators resulted in difficulties of 

these methods in practical applications with increase 

in sample sizes and dimensions. Semiparametric 

estimators have a faster convergence rate with 

conditional mean functions and other parameters of 

interest. The estimates of semiparametric models are 

more efficient than parametric and nonparametric 

estimates and they also achieve faster rates of 

convergence than both models.  
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Semiparametric models have several applications in 

mathematical finance where they address the two 

problems of symmetry and thin tails that often occur 

in finance data [23]. A novel semiparametric model 

was developed by [24] with a nonparametric 

component in solving system of equations with the 

advantage that the regressors have independent effect 

on the response variable. The model was applied in 

solving the two-equation model structure obtained 

from the popular labour and returns to schooling 

observations. A semiparametric model that studied 

the relationship between semen qualities and other 

vital factors such as age and body mass index was 

investigated by [25] while [26] formulated a 

semiparametric model in estimating equations by 

generalising the linear latent variable models. As 

reported in their study, [27] used semiparametric 

discrete choice models in the analysis of panel data 

while [28] introduced a stochastic expansion of 

semiparametric models for the means of weighted 

residuals with the results having uniform rate of 

convergence. [29] proposed a semiparametric model 

known as the semiparametric negative binomial count 

data that uses the likelihood principle and the product 

kernels estimator approach. [30] proposed a 

semiparametric method in determining whether there 

is a statistical relationship between calorie intake and 

income level of different households in China with 

focus on panel data and cross-sectional data.  

Semiparametric estimation is of great significance due 

to their flexibility and wide applicability [31, 32]. The 

flexibility of semiparametric methods has helped in 

displaying crucial features that parametric estimation 

may have hidden and do display the relationship that 

exists among the parameters of interest. 

Semiparametric estimations are mainly based on 

fewer parametric assumptions and restrictions to 

enhance its efficiency in terms of applicability and 

with high knowledge of nonparametric estimation in 

its implementation [33]. Semiparametric methods are 

of great importance especially when there are limited 

response variables in the model such as binary 

response model. Other fields with applications of 

semiparametric methods are econometrics, 

biomedical studies, agriculture, physics, financial 

mathematics, environmental sciences, biological 

sciences and epidemiological studies [34, 35]. 

 3. METHODOLOGY 

The efficiency and effectiveness of the additive model 

is demonstrated in addressing the curse of 

dimensionality effect that is often connected with 

nonparametric model. The curse of dimensionality 

effect is the complexity associated with 

nonparametric estimation as the number of variables 

increase. The semiparametric additive model is being 

used because the nonparametric component has one-

dimensional convergence rate that makes them easier 

than estimating a multi-dimensional function, and 

which also help to circumvent the curse of 

dimensionality effects since the variables are usually 

estimated separately. The ideology of separating the 

independent variables in the additive model supports 

the devolution of decision-making process in 

organizations or stages of production in industries in 

real life situation.  

The Backfitting algorithm is employed in the 

semiparametric additive model while the Gaussian 

kernel smoother is applied in the nonparametric 

component of the model. The effect of the 

independent variables on the response variable will be 

observed as the number of the explanatory variables 

increases. The adjusted R-square criterion will be 

used as the measure of performance with the 

introduction of extra explanatory variables to the 

model.  

3.1. The Additive Model in Semiparametric 

Density Estimation 

The additive model shows the relationship that exists 

among the individual independent variables and the 

response variable in smooth forms. This modelling 

method can be used to capture the underlying nature 

of the data through smooth functions base on the 

predictors’ functions’ shape that are only determined 

by the data themselves. The additive model is easy to 

interpret because of the presence of the smoothness 

factor that can be adjusted especially when the 

independent variables are nonlinear. This suggests 

that wiggly and noisy predictor function can be 

avoided with the use of the additive model due to the 

effect of the smoothing parameter. The additive 

model also known as separable model is a 

generalization of the multiple linear regression 

models and it introduces the one-dimensional 

nonparametric function that replaces the linear 

components of the model. The additive model usually 

restricts the function to be additively separable in the 

regressors. The model is of the form   

 

where  is the intercept,  are 

unknown and are usually estimated nonparametrically 

and is the error term. The introduction of the error 

term is because there is no perfect fit and the error 

term is assumed to belong to a family of distributions 
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with finite dimension [20]. An alternative 

presentation of the additive model is  

 

where  are the smooth nonparametric functions. 

The function shows the actual effect or 

contribution of the particular component of  on the 

dependent variable . One of the advantages of the 

additive separable estimators and the conditional 

mean function  is that they can converge at 

univariate rate. Another advantage of the model is the 

simplicity of its graphical interpretation of results 

[33]. In the case of the additive model, the conditional 

expectation of  given  is the 

sum of the unknown functions of the independent 

variables and the intercept such that . 

The conditional expectation of  given  is of the 

form 

 

where represent smooth and 

nonparametric functions and with the restriction that 

 The assumption of separability in 

this model is not too restrictive as presented because 

there could be interaction amongst the regressors [22]. 

The intercept  is obtain from the relation 

 

Semiparametric estimation requires smoothing 

parameter for its proper implementation because the 

smoothness of the estimates is dependent on the 

smoothing parameter and the smoother function. 

Generally, smoothers are referred to as the 

cornerstones of semiparametric models particularly 

the additive models due to their significant role in the 

estimation process. The smoothing parameter plays a 

vital role of balancing the bias and variance trade-off; 

smoother estimates tend to have more bias and less 

variance. Estimates with less variance due to large 

value of the smoothing parameter usually produce 

better results and validates out-of-sample tests. 

However, with larger values of the smoothing 

parameter, the estimate might be too smooth and 

important features of patterns present in the model 

may not be seen. Hence, smoothing parameter should 

be chosen to maintain a balance between the bias and 

variance and also considering the features in the 

observations [19]. 

Early work on smoothing parameter selection in 

semiparametric additive model could be traced to [36] 

rule of thumb and the plug-in algorithm introduced by 

[37]. In the work of [38], they proposed an algorithm 

for fitting the additive models known as the 

alternating direction method of multipliers while [32] 

suggested a generalized additive Markov switching 

process that combines the Poisson distribution and the 

generalized Pareto distribution which models the 

characteristics of random sums over time. Several 

algorithms for parameter selection in additive models 

were proposed by researchers recently and novel 

approaches are been suggested [39–41]. 

3.2 The Backfitting Algorithm. 

The Backfitting algorithm is mainly used in additive 

models for fitting density estimates. In the application 

of this algorithm, a continuous smoothing function 

such as Spline, Loess or Kernel functions are required 

to estimate the nonparametric component of the 

model. The Backfitting method estimates the 

components of the additive model iteratively. The 

Backfitting algorithm is a reliable approach in 

additive model in terms of obtaining the estimates of 

the model [33, 42]. The Backfitting algorithm for two 

predictor additive models is 

 

The estimation process is as follows 

1. The process will start by expressing the variables 

in mean deviation pattern to ensure that the 

partial regressions sum to zero. This is to ensure 

that the individual intercepts are eliminated. 

2. The next step is to take the preliminary estimates 

of each function from the least squares regression 

of  on the . 

 

 

3. The estimates in step two are then used as the 

first step in the iterative estimation process. 

 

 

4. Find the partial residuals for  that displaces  

from its linear relationship with  but keeps the 

relationship between  and . The partial 

residuals for are 
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5. The process is repeated in step 4 for . 

6. The final step is to smooth the partial residuals 

against their respective  to provide a new 

estimate of  

 

 

      where is the smoother function.  

The Backfitting algorithm is very sensitive to the 

choice of smoothing parameter in its estimation and 

hence the smoothing parameter should be 

appropriately select. The Backfitting algorithm for 

several predictors with the additive models is 

summarized into three steps as follows: 

STEP1. Compute the initial point of the iteration 

denoted by  and  for  

      
STEP2.  Cycle for . Set 

 

 

STEP3. Repeat step (2) until convergence is reached, 

that is, there is no difference between the 

new estimates and the previous estimates. 

The Backfitting algorithm requires a smoother and a 

smoothing parameter that relies on the component 

of . Different smoothing parameters can be used 

for the different variables. The algorithm may require 

much iteration before it converges but it is not 

difficult in implementation. In implementing the 

Backfitting algorithm, we will use the kernel 

smoother and the choice of the smoothing parameter 

is the generalized normal reference rule with respect 

to the normal kernel. The backfitting algorithm and 

the additive model are of great significance in data 

analysis particularly in semiparametric estimation. 

Due to the wide applicability of semiparametric 

estimation in data analysis, its techniques have gained 

attention in statistics and other related fields of studies 

by several researchers recently [43–49].   

3.3 The Measure of Performance. 

The performance measure that will be employed in 

this paper is the Adjusted R-squared. The Adjusted R-

squared is a model performance evaluator that tells 

how the explanatory variables are able to explain the 

variation in the response variable. The multiple R-

squared is an estimate of the proportion of the 

variance in the data explained by the regression and is 

given by 

 

where  is the mean of ,   is the sum of squares 

of the error and  is the sample size. The fraction in 

this expression is basically an estimate of the 

proportion of variance not explained by the 

regression. The problem with  is that it always 

increases when a new predictor is added to the model 

and this is because the variance estimates used in 

calculating  are biased and that tends to inflates its 

value [50]. If unbiased estimators are used, then we 

will have the adjusted  which satisfies the 

inequality and is of the form 

 

where  is the number of variables to be estimated 

and  is the degrees of freedom. A high value of 

is an indication that the model is doing well in 

terms of explaining the variability in the response 

variable. 

3.4. The Kernel Density Estimator. 

The implementation of the Backfitting algorithm 

requires a smoother function with a smoothing 

parameter. The kernel smoother is one of the 

nonparametric estimators that have being widely used 

in many fields of learning. The kernel estimator 

comprises of the kernel function and the smoothing 

parameter also known as the bandwidth. Amongst the 

classes of nonparametric estimators, the kernel 

estimator is the most studied estimator and frequently 

used estimator in nonparametric estimation [4, 13, 51, 

52]. The univariate kernel density estimator with the 

smoothing parameter is given by   

 

where  is the bandwidth also called the smoothing 

parameter;  a kernel function; is the sample size 

and are observations obtained from real life 

occurrences with an unknown probability function. 
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The kernel function is a probability density function 

which must satisfy the following conditions 

 

In determining the smoothing parameter in kernel 

estimation, its selection procedure should depend on 

the data for a better use of kernel estimator. The 

kernel density estimator is primarily for data analysis 

either for exploratory or visualisation purposes due to 

the importance of both in many fields of studies [53, 

54]. The main setback of the application of the kernel 

estimator is the complexity associated with the 

selection of the smoothing parameter especially with 

increase in dimension of the variables. The smoothing 

parameter determines the smoothness of the estimates 

and the performance of the kernel estimator. Novel 

smoothing parameter selectors have been proposed by 

researchers in providing solution to the problem of 

smoothing parameter selection in kernel estimation 

[19, 55–58]. 

The performance of the kernel estimator Equation (7) 

can be measured by several error criteria functions but 

the most applied criterion is the asymptotic mean 

integrated squared error (AMISE). The popularity of 

the AMISE in kernel estimation is attributed to its 

inclusion of dimension in its formula and this unique 

characteristic with potential benefits is absent in other 

error criteria. The AMISE is an error criterion with 

two components and these two components depend 

on the smoothing parameter for their computation and 

measure of performance [12–14]. The components of 

the AMISE are the asymptotic integrated squared bias 

and asymptotic integrated variance given as 

  

 
The asymptotic mean integrated squared error of the 

univariate kernel density function when approximated 

using Taylors’ expansion is given as 

 

The smoothing parameter that minimizes the AMISE 

of the univariate kernel is of the form 

 

where  is the dimension of the kernel,  is the 

roughness of the kernel,  is the moment or 

variance of the kernel,  is the sample size and  

is the roughness of the unknown density function. 

The additive model requires smoothing function and 

smoothing parameter. The choice of the Gaussian 

kernel is due to the fact that it produces smooth 

density estimates and simplifies the mathematical 

computational process. The smoothing parameter that 

minimizes the AMISE of the univariate kernel using 

the Gaussian kernel is 

 

where  is the standard deviation of the observations.  

The bandwidth of Equation (12) is known as the 

normal reference rule and is mainly for data that are 

normally distributed and unimodality [12, 13]. 

4. RESULTS AND DISCUSSION. 

This section focuses on the numerical and graphical 

results of the additive model using the Backfitting 

algorithm on the employee attitude survey data [59]. 

The data were obtained from a survey of the clerical 

employees of a large financial organization. The data 

were aggregated from the questionnaires of 

approximately thirty-five employees for each of 30 

randomly selected Departments with one supervisor. 

The questions presented were about the employees’ 

satisfaction with their supervisors. The basic reason 

for this survey was to measure the overall 

performance of a supervisor and questions that are 

related to specific attitude of the supervisor. The 

satisfaction of the employee in any organization 

should be paramount to the employer owing to the 

fact that no employee can perform optimally in 

uncomfortable or toxic environment. The desire of 

any employer of labor in an organization is the 

optimal performance of the employee with minimal 

supervision. Hence; the attitude of the supervisor 

towards the supervisee is a major determinant of their 

performance.  

The analysis tends to explore and explain the 

relationships that exist between specific supervisor 

characteristic and overall satisfaction with supervisors 

as felt by the employees. The numbers give the 

percentage proportion of favorable responses to seven 

questions in each Department. The seven questions or 
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variables are (overall rating of the job done by 

Supervisor),  (handle employee complaints),  

(does not allow special privileges),  (opportunity to 

learn new things),  (raises based on performance), 

 (too critical to poor performance),  (rate of 

advancing to better job). These seven questions can 

be briefly referred to as ratings, complaints, 

privileges, learning, raises, critical, and advance. The 

aim is primarily to understand the effect of other 

variables  on Rating . 

The analysis of the employee attitude survey data is 

primarily to investigate the impact of some variables 

such as complaints, privileges and learning on the 

percentage proportion of questions base on ratings 

using the semiparametric additive model. The 

graphical analysis of two variables oftentimes begins 

by considering the scatterplots of the variables in 

order to ascertain the existence of relationship 

amongst the variables. If there is existence of 

relationship between the two variables, such 

relationship is usually depicted by the data point in 

the scatterplot which provides a direction for further 

statistical analysis [60]. Although scatterplots 

oftentimes do not reveal hidden structures of the data 

due to cloudiness of the density of the data but they 

promote the vital function of displaying the nature of 

the relationship that exist amongst the variables. 

The scatterplots in Fig. 1 show a positive relationship 

between the response variable  and the various 

independent variables which are complaints, 

privileges and learning. The scatterplot in Fig. 1 is 

that of each independent variable against the response 

variable  and from the plots we can observe that the 

effects of the studied independent variables on the 

response variable are linear. The linearity displayed 

by the response variable and the respective 

independent variables is an indication that the 

supervisor is properly rated by the employee. The 

scatterplot of rating and complaints will produce a 

linear graph with the line of best fit and this simply 

means that the supervisor handles and attends to the 

complaints of the employee regardless of the nature 

and times of the complaints. Handling of employees’ 

complaints could improve the overall performance of 

employee by increasing the productivity of an 

organization. Again, important complaints reported 

by employee when not properly handle by the 

supervisor could reduce productivity especially for 

specific machines that improvising for their functions 

is practically impossible. Addressing the complaints 

of employee by the supervisor promptly will enhance 

the performance of the employee and improve the 

output of the organization; hence the positive 

correlation as depicted by the scatterplot of rating and 

complaints. 

On rating and special privileges, the cloudiness of the 

data points shows that there exists a relationship 

between rating and privileges but not highly 

positively correlated. The scatterplot clearly indicated 

that the supervisor was reluctant in granting certain 

special privileges of the employees which is the usual 

behaviour of most employers in some organizations. 

Embargo are usually placed on certain privileges that 

can motivate employees in discharging their duties 

effectively. On the relationship of rating with 

learning, the scatterplot vividly indicates that the 

variables are highly positively correlated. The 

linearity of the variables means that the supervisor 

granted the employees the opportunity to learn new 

techniques that are capable of improving the 

productivity of the organization. Training of 

employees is an important role of any organization 

due to the fact that modern technologies and 

innovations are evolving in the industry. Financial 

organizations usually engage their employees on 

routine training because of the modern trends of 

financial transactions. Training of employees will 

definitely improve their productivity because it 

exposes the employees to new techniques which 

automatically affect the performances of the 

employees. On learning which is synonymous with 

training, the employees were given the opportunity to 

be trained on modern technologies of financial 

transaction. 
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The results from the analysis of the observations are 

hereby presented using the estimates of the 

semiparametric and nonparametric regression and the 

tabulated values of the Adjusted R-squared. The 

analysis was carried out using the R software. The 

Adjusted R-squared is the performance measure for 

the semiparametric and nonparametric regressions. 

The Backfitting algorithm is applied in the 

semiparametric additive model.  

The first variable to be considered with respect to 

rating is COMPLAINTS. The scatterplot of rating and 

complaints is linear implying that all complaints 

presented by the employees regarding the 

organization were considered. The graph of the 

impact of complaints on rating with the 

semiparametric model is presented in Fig. 2 with the 

graph showing a straight line which also supports the 

scatterplot of rating and complaints. Fig. 3 is the 

impact of complaints on ratings with the 

nonparametric component and from the graph, it 

could be noticed that though it is a straight line but 

not a perfect straight indicating that with increase in 

the number of variables to be estimated, the 

semiparametric estimation approach will demonstrate 

superiority over the nonparametric method in terms of 

performance due to cause of dimensionality effect.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In Table 1, it will be observed that the adjusted  of 

the semiparametric estimate and the nonparametric 

component have the same value. The adjusted  is 

quite high with a value of 0.67 and this implies that 

complaints explained up to 67% of the variation in 

ratings. At this level, the curse of dimensionality 

effect has not set in because it is only complaints on 

rating that is being considered, hence the same 

adjusted value for the semiparametric estimate and 

nonparametric component. Fig. 3 presents the impact 

of complaints on rating with the nonparametric 

method and as can be seen from the graph, the graph 

is almost a straight line and it is an indication that the 

model offers a good approximation. The adjusted R-

square value for the semiparametric model and 

nonparametric component are presented in Table 1. 

 

 

 

In order to observe the curse of dimensionality effects 

as induced by the addition of extra variables, another 

variable is introduced into the model and this variable 

is PRIVILEGES. The graph of the impact of 

complaints and privileges on rating with 

semiparametric model is in Fig. 4 while Fig. 5 is the 

impact of complaints and privileges on ratings with 

the nonparametric component of the model. In Fig. 4, 

the first graph shows that complaints have good 

impact on rating which also support the linearity 

displayed by its scatterplot while the second graph is 

a curve indicating that certain privileges were not 

granted to the employees by the supervisor and hence 

it is not a good fit as presented by the graph of 

privileges on rating. Semiparametric method 

considers the individual effect of the explanatory 

variables (complaints and privileges) on ratings but 

the nonparametric component considered the joint 
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Fig. 1: Plots of the explanatory variables against the response variable 
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Fig. 2: Impact of complaints on ratings with semiparametric fit. 

Model Semiparametric Nonparametric 

Adjusted R-

Square 0.67 0.67 

 

 TABLE 1: MODEL ADJUSTED R-SQUARE VALUES  
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effect of both variables on ratings. Again, in Fig. 5, 

we can see the linearity depicted by complaints and 

privileges on rating with the nonparametric 

estimation. However, there is no interaction between 

complaints and privileges, that is, the slope of 

complaints is the same at every value of privileges. 

The adjusted R-square value for the semiparametric 

model and the nonparametric estimate are presented 

in Table 2 and it is observed that the adjusted  

value of the semiparametric model is better than that 

of the nonparametric estimate. The adjusted  of the 

semiparametric model is 0.68 which implies that it 

could explain 68% of the model, that is, complaints 

and privileges explained 68% of the variations on 

ratings. In the case of the nonparametric estimation, 

the explanation of complaints and privileges on 

ratings is only 66%. Higher values of adjusted  is 

an indication of better approximation or estimation. 

Hence; the estimate of the semiparametric model 

outperformed the nonparametric estimate and this 

could be attributed to increase in the number of the 

explanatory variables. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A third explanatory variable which is LEARNING is 

introduced into the model. The graph of the 

semiparametric fit is given in Fig. 6. The impact of 

complaints, privileges and learning were considered 

individually on ratings as presented in Fig. 6 and they 

indicate good fits because as the explanatory variables 

increases, the fit or approximation becomes better. 

The three variables produced estimates with straight 

lines with the fit of rating and privileges displaying a 

negative relationship and this also support the 

scatterplot of rating and privileges. The fit of the 
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Fig. 4b: Impact of privileges on rating with semiparametric fit. 
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Fig.4a: Impact of complaints on rating with semiparametric fit. 

 
Fig. 5: Impact of complaints and privileges on ratings with nonparametric fit. 

. 

Model Semiparametric Nonparametric 

Adjusted R-

Square 0.68 0.66 

 

 

 TABLE 2: MODEL ADJUSTED R-SQUARE VALUES.  
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impact of complaints, privileges and learning on 

rating with the nonparametric estimate becomes 

difficulty to obtain due to the problem of curse of 

dimensionality. As the number of explanatory 

variable increases, it becomes practically impossible 

to obtain the estimates of the variable graphically with 

the nonparametric estimation. In Table 3, the adjusted 

 value of the semiparametric model is better than 

the nonparametric estimate. The semiparametric 

method was able to explain up to 70% of the 

variations on rating while the nonparametric 

estimation could explain about 67% only. The fit of 

the nonparametric estimates with the three variables 

cannot be obtained due to curse of dimensionality 

effect usually connected with nonparametric 

estimation. This curse of dimensionality problem with 

nonparametric estimation can be addressed by the 

semiparametric method that considers the relationship 

of the response variable with each of the explanatory 

variables individually. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
The kernel density plots of the data are in Fig. 7 

showing that these variables do have impact on the 

response variable. However; their level of impact will 

be best determined by their probability values. The 

kernel estimation method is one of the most applied 

nonparametric methods in exploratory data analysis 

and data visualization. The Gaussian kernel is 

employed in the construction of the kernel estimates 

for the three variables and the bandwidths for the 

construction of the kernel estimates in Fig. 7 are in 

Table 4 with the parameter estimates of the data. The 

bandwidth determines the smoothness of the kernel 

estimates. The mode of the complaint’s variable is 61 

with probability of 0.025 while the mode of privileges 

is 49 with probability of 0.030. The modal value of 

learning is 52 with probability of 0.025. Higher 

probability value shows that the supervisor is 

unwilling in addressing the request of the employees 

with respect to that variable. 
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Fig. 6a: Impact of complaints on rating with semiparametric fit. 

Model Semiparametric Nonparametric 

Adjusted R-

Square 0.70 0.67 

 

 TABLE 3: MODEL ADJUSTED R-SQUARE VALUES  

 

Fig. 6b: Impact of privileges on rating with semiparametric fit. 
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Fig. 7a: Kernel density estimate of complaints. 

Fig. 7b: Kernel density estimate of privileges. 
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Fig. 6c: Impact of learning on rating with semiparametric fit. 
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The additive model in Equation (2) with the analysed 

data can be written as  

 

where  is Complaints,  is Privileges and  is 

Learning. Hence; the linear component of the model 

from the parameter estimates in Table 4 is of the form 

 

The p-value of Privileges which is 0.4318056 is 

exceedingly high and that implies the effects on the 

overall performance of the organisation is 

insignificant since the supervisor is unwilling to grant 

such privileges. However; the p-values of Complaints 

and Learning seems small especially that of Learning 

and this confirms that Learning has a significant 

effect on the performance of the organisation since 

new technologies of managing an organisation are 

evolving. Hence; there is need for regular training of 

staff members to meet up with the current demand.  
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As discovered from the scatterplot of rating and 

privileges, the supervisor seems to be reluctant in 

granting certain privileges of the employees which 

could have enhanced the performance of the 

employees and increase the total output of the 

organization. The adjusted R-square value of the 

semiparametric additive model and the nonparametric 

estimate are in Table 3 with the semiparametric model 

vividly displaying superiority over the nonparametric 

estimation in performance.  

 

 

 

 

 

 

Again, the standard error for the three variables is 

small and that simply implies that the variables have 

means that are close. The t-value of Privilege is low 

when compared with the other variables and this 

suggests that its impact on the overall performance is 

minimal.  

5. CONCLUSION. 

The numerical and graphical results of the analysis 

show that as the number of the explanatory variable 

increases, the fit of the semiparametric additive model 

with the Backfitting algorithm improves. The curse of 

dimensionality effect is made evident as a problem of 

the nonparametric estimation due to the complexity 

associated with the graphical presentation of the 

explanatory variables beyond two variables. The 

semiparametric approach has however solved the 

problem of providing a better fit with fast 

convergence rate. The graphical plots for the two 

methods clearly show that the semiparametric model 

improves as the number of explanatory variables 

increase and with the predictive power of the model 

also increasing. 
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