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 The term "paraphrasing" refers to the process of presenting the sense of an 

input text in a new way while preserving fluency. Scientific research 

distribution is gaining traction, allowing both rookie and experienced 

scientists to participate in their respective fields. As a result, there is now a 

massive demand for paraphrase tools that may efficiently and effectively 

assist scientists in modifying statements in order to avoid plagiarism. natural 

language processing (NLP) is very much important in the realm of the 

process of document paraphrasing. We analyze and discuss existing studies 

on paraphrasing in the English language in this paper. Finally, we develop an 

algorithm to paraphrase any text document or paragraphs using WordNet 

and natural language tool kit (NLTK) and maintain "Using Synonyms" 

techniques to achieve our result. For 250 paragraphs, our algorithm achieved 

a paraphrase accuracy of 94.8%. 
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1. INTRODUCTION  

Alternate methods to present the same idea is known as paraphrases. A technique for computerized 

paraphrase learning is both practical and linguistically interesting [1]. Variability in presentation is a major 

difficulty for many NLP applications from a practical standpoint. The process of developing a fluent output 

paragraph from an inputting statement that communicates the same concept in such an alternative form is 

known called paraphrasing. It is indeed a major issue in natural language processing (NLP), featuring 

applications ranging from information retrieval to conversational agents to summarization. According to 

Prentice et al. [2] recognized the usage of online paraphrase tools, but they were also curious about the 

likelihood of online language translation tools being used. They used a sample of content provided to the 

students as a trigger for the paper as a parent paper to test the outputs of these tools. This article was 

subjected to six free online paraphrase tools as well as six sequential language translations using the Google 

Translate™ tool. Rogerson et al. [3] they first learned about paraphrasing techniques through a student's 

casual statement. Several natural language processing techniques, including information retrieval, dialogue 

systems, and relay on question answering. Due to the complexity of natural language, automatically creating 

correct and distinct appearing paraphrases remains a difficult research challeng [4].  

We discuss three techniques for paraphrasing. Using synonyms, we can paraphrase sentences. Most 

words have multiple meanings based on context, and we must consider the synonym that best reflects the 
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correct meaning for the given situation. Here; “may” is replaced with “is likely to” “put upward pressure on 

“is replaced with “push up” and a verb can be replaced with a noun from the same word family. Also, an 

adjective can be replaced by a noun. The third technique is “Changing the grammatical structure” We take 

the sentence “Progress has been slower than was anticipated in the early 1986’s”, after grammatical structure 

change, we can write it “Progress has not been as quick as expected in the early 1986’s”. Using this 

approach, we can paraphrase any sentences. In this case, one grammatical structure for expressing a 

comparison (“slower than”) has been swapped with another (“not as quick as”). The technique of 

paraphrasing in the English language has been studied extensively, and a few ways have been established. 

 Liu et al. [4] proposed an Unsupervised Paraphrasing by Simulated Annealing technique. Simulated 

Annealing is a unique method for achieving Unsupervised paraphrasing. They treat paraphrase creation as an 

optimization problem and offer a complex fitness function that takes into account paraphrase language, 

expression diversity, and semantic similarity fluency. The united professional sales association (UPSA) then 

performs a series of local edits to analyze the sentence space for this goal. Their approach is unsupervised 

and therefore does not need parallel corpus for train, making it adaptable to a variety of domains. 

Sulistyaningrum et al. [5] look into the challenges mechanical engineering vocational education students 

have with paraphrasing in academic writing classes, as well as the usage of online paraphrasing tools to help 

them overcome those difficulties. The information was gathered through two questionnaires given to students 

in response to the two issues outlined earlier. Using paraphrase tools to hide plagiarized work, as described 

by Wahle et al. [6], is a serious danger to scientific integrity. We compare the efficiency of five pre-trained 

word embedding models with machine learning classifiers and state-of-the-art neural language models to 

enable the identification of machine paraphrased content. We used several settings of the tools SpinBot and 

SpinnerChief to examine preprints of Wikipedia articles, research papers, and graduation theses that we 

paraphrased. Long former, the effectively approach, scored an average F1 of 80.99 percent (F1=99.68 

percent for SpinBot and F1=71.64 percent for SpinnerChief cases), whereas human assessors scored F1=78.4 

percent for SpinBot and F1=65.6 percent for SpinnerChief cases. We show that automated categorization 

overcomes the flaws of popular text-matching tools like Turnitin and PlagScan. An interview revealed that, 

Participants regularly used synonyms while paraphrasing, but they hardly ever altered the syntactic structures 

[7]. Siddique et al. [8] developed progressive unsupervised paraphrasing (PUP): a revolutionary deep 

reinforcement learning-based unsupervised paraphrase generating technique. PUP generates a bootstrap para 

which gets warmer the Deep reinforcement learning model using a variationally auto-encoder. The seed para 

is then gradually fine-tuned by PUP, driven by our innovative optimization method, which quantifies the 

accuracy of the obtained parts in each repetition without using parallel texts by combining semantic 

adequacy, expression diversity, and language fluency measurements. We found out by studying paraphrasing 

research that there are three techniques for paraphrasing; Changing the grammatical structure, using 

synonyms, and changing the form of words are the best paraphrasing technique [9]. Roy et al. [10] developed 

another paraphrase model just from an unidentified monolingual dataset. They developed a baseline form of 

the vector-quantized variationally auto-encoder to achieve this. They compared paraphrasing recognition, 

creation, and training augment to MT-based techniques. In every case, monolingual paraphrasing trumps 

unsupervised translation. The results of comparing with supervised translations were even less clear. For 

recognition and enhancement, monolingual phrasing is intriguing; for production, supervised translation is 

preferred. Barzilay et al. [11] created a paraphrasing model of paragraph paraphrasing in sentence synthesis, 

which is different from and so more complex than changing the form of words paraphrased. Multiple-

sequence realignment is used in their approach to match sentences from unstructured text comparative 

datasets. 

A variety of NLP approaches have been used to solve Paraphrase generation. But at this time, we 

could not find the “using synonym” technique to paraphrase paragraphs. And also, nobody includes their 

measurement accuracy in their paper [12], [13]. The system for free parameters of noun compounds is 

described by Afantenos et al. [14]. Their method combines the power of an unsupervised distributional word 

space representation with the accuracy of a supervised maximum-entropy classification algorithm; the 

distributional model produces a representation for a given compound noun, which is then used by the 

classifier to generate a set of suitable paraphrases. Witteveen et al. [15] present a practical method for doing 

the task of paraphrase on a range of texts and subjects utilizing a big language model. It is shown that their 

method can produce paraphrases not only at the sentence level but also for longer passages of text, like 

paragraphs, without the need to divide the material into smaller portions. Alassir et al. [16] suggest a 

technique for paraphrasing French phrases. Their approach is based on transducers and dictionaries. It entails 

substituting synonyms or antonyms for parts of the sentence's terms or moving to the passive form. 

Furthermore, in order to avoid the punctuation form case ambiguity, they separated these words into two 

portions - one for terms that begin with a vowel and the other for words that do not begin with a vowel. 

Ganitkevitch et al. [17] expand bilingual paraphrastic extraction to syntactic paraphrases and show that it is 

capable of learning a range of generic paraphrastic transformations such as passivation, dative shift, and 
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topicalization. They demonstrate how our model's feature set, development data, and parameter estimation 

method may be enhanced to adapt it to a variety of text creation applications. They demonstrate this 

adaptation by applying our paraphrasing model to the problem of sentence compression and achieving results 

that are comparable to those of cutting-edge compression methods. Several recent studies [18]-[28], we find a 

lot of research gaps in paraphrasing. 

In this research paper, we offer a “Using Synonyms technique” algorithm for paraphrasing any  

nglish-language text composition. Improved accuracy is also a goal of English Grammar rules and the 

Natural Language Tool Kit. By including WordNet into the technique, we were able to solve this difficulty. 

In the following part, we'll go over a few scenarios in which WordNet and NLTK change is crucial. The 

following is how the rest of the paper is organized: Section 2 delves into the many techniques used in the 

methodology as well as the complete methodology. Section 3 describes the many resources that were used in 

the algorithm's evaluation. In section 4, the experimental method and dataset utilized in the experiment are 

described in depth. Section 5 contains the evaluation and outcomes. Finally, in section 6, we bring this study 

to a close. 

 

 

2. METHOD 

Until now, we've talked about many parts of speech and sentence structure in the English language. 

This section covers our methods for locating paraphrase paragraphs as well as the similarity between old and 

machine-generated paragraphs. We used python programming language to complete the whole work. Now, 

here we described our all-process step by step. Our algorithms follow Figure 1 flow chart to achieve its 

result. 
 

 

 
 

Figure 1. Algorithm flowchart 

 

 

2.1.    Implementation procedure 

2.1.1. Split word 

In this process, we used the split () method to split a string into a list. When we split a text into a list 

of words, we get a list with every sentence's word as an element. Splitting "I love programming" into a series 

of words, for example, yields ["I", "love", "programming"]. If we take a string, we can break it down into 

multiple smaller strings. There should be at least one dividing character in the text, which can be a space or 
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other punctuation. The split method defaults to using space as a separator. When we call the method, we get a 

list of all the substrings. 

 

2.1.2. Listing words 

Every text document has one or more sentences. Every sentence is made with its parts of speech. 

After reviewing sentence structures, we know that some words or some parts of speech do not need to 

change. Because these parts of speech or words provide the same meaning all time. That’s why we create a 

list of specific types of words and parts of speech. We create here six lists “pronouns”, “preposition”, 

“auxilaryVerb”, “numbers” and “randomWord” for no need to change Pronouns, Preposition, Auxiliary 

Verb, Numbers, WH Question, Random words. In Table 1 we show some lists of words. After listing all 

unchanging words, we can get our changeable words and parts of speech. Like Verb, Adjective, Adverb, 

Conjunction, Interjection, and other changeable words. After getting this data we separate two types of data. 

We don’t change unchangeable words and we change changeable words following the below methods. 

 

 

Table 1. Listing all unchanged words 
Unchanged words & Parts of speech Words 

Pronouns I, we, you, he, she, it, they, me, us, her, him, them, mine, ours, 
yours, hers, his, theirs, my, our, your, her, his, their, myself, 

yourself, herself, himself, itself, ourselves, yourselves, 
themselves, such, that, these, this, and those. 

Preposition About, anti, around, as, at, because, but, by, for, from, in, into, 

minus, of, off, on, onto, per, since, then, though, to, toward, 
under, underneath, unlike, until, upon, versus, via, with, within, 

and without. 

Auxiliary Verb Am, is, are, was, were, being, been, will, has, have, had, having, 
does, do, did, shall, should, would, and could. 

Numbers Zero, one, two, three, four, five, six, seven, eight, nine, ten, 
eleven, twelve, thirteen, fourteen, fifteen, sixteen, seventeen, 

eighteen, nineteen, twenty, thirty, forty, fifty, sixty, seventy, 

eighty, ninety, and hundred. 

WH Question What, when, where, which, who, whom, whose, why, how 

Random Word Not, no, a, an, and the 

 

 

2.1.3. Convert words 

It’s a major and important method for this work. Because we used here “Using Synonyms” 

techniques to convert all changeable words. Most words have multiple meanings based on context, and we 

must consider the synonym that best reflects the correct meaning for the given situation. Example: “I love 

football.”. After splitting it’s like [“I”, “love”, “football”]. So here “I” is a pronoun, we know “love” is an 

abstract noun or a verb. But here “love” is a verb and “football” is a noun and an object. So here we cannot 

change “I” and “football” but we can change “love” by replacing them with an exactly similar word. So here, 

the natural language tool kit (NLTK) package has been used to accomplish the necessary preprocessing task. 

After replacing the word “love” our algorithm gives a new string “I enjoy reading”. We can see another 

example: “I have ten takas”, In this example, the sentence cannot change by our algorithm. As we see here all 

parts of speech are not changeable. Using the natural language tool kit (NLTK) we change all the changeable 

words. 

 

2.1.4. Reassemble paragraphs 

We reassemble entire paragraphs in the final phase. Every paragraph contains one or more 

sentences. That’s why we need to reassemble paragraphs. Because at first, we split all words accordingly. 

After converting changeable words, we replace those words with their own indexes. Our algorithm 

pseudocode contains all the processes below. 

 

Algorithm: Paraphrasing and Similarity Checking Algorithm 

 

Input: "stringData" is the input paragraph. We make six lists of prepositions, WH-Question, 

numbers, auxiliary verbs, pronouns, random words. 

Output: After applying the following procedure we get a new paragraph and similarity result 

between old text and New text. 

a. Paraphrasing function 

Step 1: START 
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Step 2: INPUT STRING stringData 

Step 3: LISTING STRINGS getChangedSentence() (unchanged parts of speech) 

 preposition, pronouns, auxiliary verb, wh-question, numbers, and random words 

Step 4: SPLIT stringData to WORDS wordlist[] 

Step 5: Check wordlist[] with getChangedSentence() 

 - If word match with unchanged words, it doesn’t need change 

 - Else word need change 

Step 6: Rest wordlist[] CHNAGE WITH getSynonym(word) using Wordnet and NLTK Tools 

Step 7: newString = Marge wordlist[] in its own index 

Step 8: DISPLAY newString 

Step 9: COMPARE newString with stringData SIMILARITY USING SIMILARITY CHECKING 

ALGORITHM 

Step 10: STOP 

b. Similarity checking function 

Step 1: START 

Step 2: INPUT STRING stringData 

Step 3: INPUT STRING newString 

Step 4: SPLIT stringData ODW[] 

 -Words count ODC 

Step 5: SPLIT newString NDW[] 

 -Words Count NDC 

Step 6: COMPARE ODW[] with NDW[] 

 Similar Words Count SWC 

Step 7: CHECK Similarity 

 Similarity =(ODC-SWC)/ODC 

Step 8: DISPLAY Similarity 

Step 9: STOP 

Following this, we compare two paragraphs for similarity. We check the old paragraph and New 

paragraph similarity percentages using our similarity checking method. Here, matchcount is a variable that 

counts the matched words. len(wordList) contains the main paragraph length. Finally, we subtract the main 

paragraph word length to match the words. And divided by len(wordList). After counting similarity, we 

convert it into a percentage multiplied by a hundred. Finally, we subtract the presentence between 100. At 

last, we get our similarity presentence between the old paragraph and the new paragraph. 

 

 

3. RESOURCES USED 

3.1.  English wordnet  

Synonymy is the most common relationship between terms in WordNet [29]. Open English 

WordNet is a lexical networking system for the English language that divides words into synsets and 

connects them using meronymy, hypernymy, and antonymy interactions. It's designed for use in natural 

language processing applications and presents deep lexical information about just the English language inside 

the graphical form. We imported the English WordNet to download the Natural language Tool Kit [30] in our 

program. We use this tool to convert changeable words. 

 

3.2.  Sentence structure 

In this research, we work in the English language that’s why we need to read English grammar more 

and more. English grammar is a book containing a description of the rules of the English language. At this 

point here we discuss sentence functionality and its structures. 

A sentence is a group of words at least contain a subject and a verb and makes complete sense by 

itself. It may also include an object or a compliment, and the words must be appropriately ordered. Every 

sentence can be divided into two parts: Subject and Predicate. The person or thing about or which something 

is said in a sentence is called the subject. And what is said about the subject in a sentence is called a 

predicate. Example: “The sky is blue”, Here “The sky” is a subject, and “is blue” is a predicate. 

We know that there are three types of sentences according to the structure. There is a simple 

sentence, a complex sentence and the last one is a compound sentence. Here we discuss the three types of 

structures of sentences. A simple sentence contains a subject, a finite verb, and an object is called a simple 

sentence. Example: “They play Football”, here “They” is a subject, “play” is a finite verb and last “football” 

is an object of this sentence. A compound sentence is a sentence in which two or more principal clauses 

relate to coordinating conjunction. Here we can see another example: “I went to Dhaka and meet my uncle”. 
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In this sentence “I went to Dhaka” and “I meet my uncle” are the two principal clauses and they are added by 

one conjunction “and”. On the other hand, a sentence that has a principal clause and a subordinate clause is 

called a complex sentence. If we see an example, it is clear to identify complex sentences. “It is unbelievable 

what the magician showed us yesterday”. Now we are clear on how we can handle a paragraph’s sentence 

and its structures. 

 

3.3.  Parts of speech 

After gaining information about sentences and their types of the structure now we need to discuss 

Parts of Speech. We know that every sentence contains parts of speech. Because every part of speech is very 

important for any sentence also our research. The sentence is a ‘Combination of words.’ on the other hand the 

parts of speech are ‘classes of words’. 

In the English language, there are eight parts of speech: noun, pronoun, verb, adjective, adverb, 

preposition, conjunction, and interjection. The parts of speech identify how a word acts both grammatically 

and in terms of meaning inside a sentence. Whenever employed in different situations, a single word can 

serve as more than one element of speech. When using a dictionary, knowing the parts of speech is crucial 

for finding the accurate definition of a word. So, now we discuss every part of the speech. In every sentence, 

we get one or more nouns. The name of a thing, place, person, or concept is a noun. Articles (the, a, and an) 

are frequently used together with nouns, though not always. Common nouns don't really begin with an 

uppercase, but proper nouns must. Plural and Singular nouns, as well as abstract and concrete nouns, are all 

possible. Possession is indicated by adding's to nouns. Within such a statement, nouns can play a variety of 

roles, including subject complement, subject, indirect object, direct object, and object of a preposition. 

Example: Dhaka and horse. On the other hand, the word which is used instead of a noun is called a pronoun. 

It is the predecessor of a pronoun when it is used to replace a particular noun. The predecessor for the 

pronoun "she is the girl" in the preceding sentence.  

The pronoun "She" is used here. Personal pronouns relate to distinct things or people, while 

possessive pronouns imply provenance, reflexive pronouns highlight the other noun or pronoun, relative 

pronouns provide a subordinate clause, and demonstrative pronouns define, refer to, or point to nouns. A verb 

is a word or a group of words that show what someone or something does. In short, a verb indicates an action 

or an event, or a state. A primary verb is present, as well as one or more supporting verbs. ("She can sing.") 

The major verb is sing, and the supporting verb is can) In terms of number, a verb must correspond to its 

subject. To represent tense, verbs manifest in various. A noun or pronoun’s place, quality, number, or 

quantity is described by an adjective. It generally responds to questions such as what kind, how many, or 

which one there are. A word that changes an adjective, an adverb, or some other verb is called an adverb. It 

usually responds to the following points: how, where, when, why, under what circumstances, and to what 

extent. A preposition is a word often placed before a noun or a pronoun to show its relationship with another 

noun on pronoun or to some other word in a sentence. (till tonight, by the tree, among our buddies, discussing 

the book). As a result, a preposition appears in every preposition-al sentence. Most often, the prepositional 

phrase serves as an adverb or an adjective. The most used prepositions are listed in Table 2. Conjunction 

seems to be a word that connects two or more phrases, sentences, or words to show the link between both 

components. but, or, and, nor, yet, so, for are all regulating conjunctions that link grammatically similar 

items. Although, while, since, because, and other subordinating conjunctions join sentences that are not 

similar. There are also other kinds of conjunctions. The words that express sudden feelings of mind like joy, 

sorrow, surprise, hatred, and exclamation. are called interjection. It's frequently followed with an exclamation 

mark. We have shown in Table 2 that all parts of speech of a sentence include all parts of speech. After this 

study, we are very clear about sentence structure and parts of speech with those examples to continue our 

research to build a paraphrasing algorithm and after paraphrasing, this algorithm also calculates the similarity 

between two documents. 

 

 

Table 2. Identify all parts of speech for an example 
Example: The young girl brought me a very long letter from the teacher, and then 

she quickly disappeared. Oh my! 

Parts of Speech Words 
Noun Girl, letter, teacher 

Pronoun Me, she 

Verb Brought, disappeared 
Adjective Young, long 

Adverb Very, then, quickly 

Preposition from 
Conjunction and 

Interjection Oh my! 
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4. EXPERIMENT 

4.1.  Dataset 

On a test set of 250 randomly chosen paragraphs from the internet, we put our algorithm to the test. 

This test dataset has 250 paragraphs. Because certain words and parts of speech in English are not 

transferable. As a result, we manually double-checked the unchangeable words which showed in Table 1. 

And after collecting the dataset we apply our algorithm. 

 

4.2.  Implementation 

Algorithm was written in Python 3.8 and all the process is shown in Figure 2. Our python script 

scans every sentence in the database in the first step. The essential preprocessing activities were completed 

using the natural language tool kit (NLTK) package. Within the natural language tool kit (NLTK) package, 

we have used split() to split parts of speech for each word of the sentence. Then the unchangeable words are 

checked by the list. After checking all changeable words are converted using NLTK. Then our algorithm 

reassembles the whole paragraphs. Another python script has been used to check similarities between old 

paragraphs and algorithm-generated new paragraphs. 

 

 

 
 

Figure 2. Experimental diagram 

 

 

5. RESULTS AND ANALYSIS 

In our approach, we paraphrase the whole paragraph keeping the right sentence structures and 

periodic parts of speech. This research has both advantages and cons. One of the major advantages is that our 

algorithm converts every changeable word with its proper synonym and replaces its own index also. This 

approach has a critical shortcoming in that it relies on WordNet and NLTK. Our algorithm works on a 

maximum of 1000 words. In Table 3. Shows the input and output of our algorithm. We input a sentence to 

our algorithm and the algorithm generates the output of a new para-phrased text and also measures the 

similarity in percentage between the two texts. 

Any paragraph can be paraphrased using our technique. It succeeded at paraphrasing 237 paragraphs 

out of 250. On the other hand, it converts all changeable words properly. Leading to a shortage of synonyms 

in the NLTK package, our algorithm fails for 13 paragraphs. For the dataset, our algorithm's accuracy is 

94.8%. Table 4. shows a comparison of the time limits of several paraphrase tools and techniques. Table 4. 

shows that our approach produces superior results and adheres to time constraints.  

 

 

Table 3. Input and output of the algorithm 
Input Text Output Paraphrased 

The young girl brought me a very long letter from 

the teacher, and then she quickly disappeared. 

The young girl presented me with a 

lengthy epistle from the instructor, 
and then she rapidly faded. 

45.36% 
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We show our analysis in a graph chart Figure 3. Using the synonyms technique, we get the best 

result from other paraphrasing tools because they use Grammatical structure and Change the form of words 

techniques. And, we get the maximum accurate meaning of the sentence. We know that “grammatical 

structure and changing the form of words techniques”, those techniques don’t give accurate meaning to any 

sentence or paragraph and also do work properly for large sentences. 

We see after using those techniques sentences or text documents break grammatical rules as well as 

their main structure. But our algorithm which means the synonyms technique gives the best result in any text 

document. Because it is not changing any grammatical rules. In Table 5, we compare our algorithm with the 

best online document paraphrasers and get the best result. We take our dataset to calculate this result. After 

analyzing this process, we get our algorithms paraphrasing time, and it’s better than the other online tools. 

We compare our similarity measurement function also with cosine similarity [31], Jaccard Similarity [32] in 

Table 5. 

 

 

 
 

Figure 3. Bar graph for comparisons 

 

 

Table 4. Compare with other paraphrasing tools 

Characters 
Paraphrasing Time 

Our Algorithm quillbot.com paraphraser.io 

100 1.9s 3.7s 7.0s 
200 2.0s 3.9s 7.8s 

300 2.6s 4.6s 8.3s 

400 2.9s 5.1s 8.0s 
500 3.2s × 8.9s 

600-1000 4.1s × 9.4s 

 

 

Table 5. Compare similarity measurements with our similarity measurement function (SFM) 
Similarity Measurements in Percentance 

Similarity measurement function (SMF) 45.36% 

Cosine similarity 41.12% 
Jaccard similarity 39.14% 

 

 

6. CONCLUSION 

For the English language, we developed an algorithm. Using the synonyms dictionary dataset from 

WordNet and Natural Language Tool Kit. To keep sentence structures and periodic parts of speech 

consistent, English grammar rules were applied. To paraphrase a new text document, we've covered 

practically every type of text document. We will continue to improve this algorithm in the future to improve 

accuracy, work on other parts of speech, and also increase character limits. 
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