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ABSTRACT 

Crop cultivation occupies a key place in the agricultural industry and is essential to 

supplying the world's food needs. The negative effects of diseased crops, which result 

in decreased production rates and resultant food loss, provide a serious concern. 

Machine learning techniques' quick development has created new opportunities for 

solving practical problems. In this study, we investigate the use of Convolutional 

Neural Networks (CNN) for fruit disease detection, utilizing the strength of machine 

learning techniques to automate fruit illness detection and diagnosis. 

This study uses machine learning to create a precise and effective system that can 

identify different fruit diseases for guava. We extract complex information from 

images, and CNN, a deep learning algorithm, promises to improve the precision of 

disease identification and classification. 

To do this, a sizable dataset containing pictures of both healthy and fruits with various 

ailments has been gathered. These pictures serve as instruction. We testing data for the 

CNN pre-trained InceptionV3, VGG16, and Resnet50 model. We aim to attain high 

overall accuracy in disease identification through intensive experimentation and model 

optimization. The findings of this study will help fruit disease detection systems 

develop by enabling early disease detection and facilitating quick action, thereby 

lowering crop losses. We also find the F1 score, confusion matrix, and accuracy. By 

offering effective and automated methods for fruit disease diagnosis, the suggested 

approach also illustrates the potential of machine learning techniques to revolutionize 

the agricultural economy. 
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CHAPTER 1 

1 INTRODUCTION 

To fulfill the rising demands of a growing population and ensure global food security, 

the agricultural sector is essential. However, the prevalence of illnesses in crops, 

particularly in fruits, is one of the main issues that farmers worldwide must contend 

with. Fruit infections can negatively affect crop quality and productivity, resulting in 

major financial losses and food shortages. Effective disease management and 

mitigation techniques depend on prompt and accurate disease detection. 

Traditional illness detection methods, which rely on visual inspection by human 

experts, are labor-intensive, frequently subjective, and prone to inaccuracy. 

Consequently, there is a critical need for automated and effective methods to identify 

and categorize fruit illnesses. The concept of "inception modules," created by 

Google's InceptionV3 architecture, allows for the proficient acquisition of data at 

various scales by using various kernel sizes concurrently. This architecture has 

displayed astounding performance in several computer vision tasks and is anticipated 

to produce encouraging outcomes in the identification of fruit diseases. 

The Visual Geometry Group at the University of Oxford developed VGG16, which is 

recognized for its efficiency and clarity. It is made up of many convolutional layers 

with small filter sizes, and fully linked layers come next. VGG16 is a well-liked option 

for transfer learning in CNN-based applications because of its impressive accuracy on 

image classification tasks. 

A deep convolutional neural network architecture called ResNet50 has attracted a lot 

of attention in the field of image recognition and computer vision. It is recognized for 

its capacity to solve the vanishing gradient issue and make very deep neural networks 

trainable. Skip connections, often referred to as residual connections, are a component 

of ResNet50 that enable the network to efficiently transmit gradients and learn more 

intricate features. A deep convolutional neural network architecture called ResNet50 

has attracted a lot of attention in the field of image recognition and computer vision. 
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Furthermore, we investigate the impact of varying hyperparameters and optimization 

techniques to maximize the CNN models' performance. Aspects such as learning rates, 

batch sizes, and optimizers are fine-tuned to strike the right balance between model 

convergence and overfitting avoidance. By carefully tuning these parameters, we aim 

to achieve robust and reliable fruit disease detection models capable of handling real-

world scenarios with diverse environmental conditions and fruit varieties. 

It is recognized for its capacity to solve the vanishing gradient issue and make very 

deep neural networks trainable. Skip connections, often referred to as residual 

connections, are a component of ResNet50 that enable the network to efficiently 

transmit gradients and learn more intricate features. 

 

1.1 BACKGROUND 

In the realm of agriculture, ensuring the health and productivity of crops is of utmost 

importance to meet the growing global demand for food. However, the occurrence of 

diseases in plants, including fruit-bearing plants, poses a significant challenge to 

farmers and the agricultural industry. Early detection and timely intervention are crucial 

to prevent the spread of diseases, minimize yield losses, and optimize resource 

utilization. 

The issues of disease identification in agriculture have drawn more attention since the 

development of machine learning and deep learning techniques. Convolutional Neural 

Networks (CNNs) have become an effective tool for computer vision tasks, especially 

in picture analysis and recognition. CNNs were created with the particular purpose of 

automatically learning and extracting features from images, simulating how the human 

visual system works. Because it might be crucial to correctly identify small visual cues, 

this makes them very ideal for fruit disease diagnosis. 

The integration of CNNs into agricultural practices offers several advantages over 

traditional methods of disease detection. Visual inspection by human experts is time-

consuming, subjective, and often limited by human biases and expertise. In contrast, 

CNNs can analyze large volumes of image data rapidly, allowing for efficient and 

objective disease detection. This technology has the potential to revolutionize the 

agricultural sector by providing farmers with automated and reliable tools for early 

disease diagnosis and management. 
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In the field of CNN architectures, several models have demonstrated exceptional 

performance in image recognition tasks. InceptionV3, VGG16, and ResNet50 are 

among the most renowned and widely used architectures. These models have been 

extensively evaluated on various benchmark datasets and have shown impressive 

capabilities in capturing intricate patterns and distinguishing between different classes 

of objects. 

InceptionV3, introduced the concept of inception modules, which optimize feature 

extraction by utilizing filters of different sizes in parallel. This architecture enhances 

the model's ability to capture both fine and coarse details, making it effective in 

detecting subtle signs of diseases in fruit images. 

The model VGG16, which is distinguished by its straightforward and consistent 

construction. It offers a rich representation of visual characteristics by utilizing 

numerous convolutional layers with modest filter sizes. The impressive performance 

that VGG16 has shown on several picture recognition benchmarks demonstrates the 

promise of this algorithm for detecting fruit diseases. 

The Reset family member ResNet50 tackles the problem of training very deep neural 

networks. It alleviates the vanishing gradient problem by incorporating skip 

connections or residual connections, which allow gradients to flow smoothly 

throughout training. This architecture is a good contender for fruit disease detection 

tasks due to its depth, which enhances feature extraction and classification. 

This thesis compares and contrasts InceptionV3, VGG16, and ResNet50 performance 

in the context of fruit disease detection. We want to find the best efficient model for 

precisely recognizing and classifying fruit illnesses by comparing their performance on 

a large dataset. The results of this study will offer insightful advice for the creation and 

application of effective machine-learning techniques in agricultural practices, 

enhancing the control of diseases, boosting crop output, and ensuring the sustainability 

of food production. 
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1.2 MOTIVATION OF THE RESEARCH 

In Bangladesh’s agriculture industry, there is a dearth of use of contemporary 

technologies. This project intends to introduce the application of contemporary 

technology in its unique dimension in Bangladesh’s agriculture. Lack of early diagnosis 

of agricultural diseases results in excessively large yield losses. Because current 

technologies are not as accurate in identifying diseases, this research makes use of Deep 

Learning, whose accuracy is higher.  

Fruits like guava, apple, mangoes, and others are regarded as cash crops and provide 

significant earnings for farmers in our nation. To help the farmer, disease detection in 

fruits will be extremely helpful in identifying the disease in the fruit early on. In Figure 

1 we saw that the GDP for agriculture is decreasing every year and the main part is also 

the crops and fruits diseases. 

 

 

Figure 1 Share of economic sectors in the GDP in Bangladesh 

The urgent need to treat fruit diseases in agriculture and the potential for Convolutional 

Neural Networks (CNNs) to completely transform disease detection and management 

are the driving forces behind this research. It is impossible to overstate the negative 

effects of fruit diseases on crop quality and output, which can result in considerable 

financial losses for producers and possibly exacerbate consumer food shortages. 

Inefficient, subjective, and sensitive to human error, manual inspection is a major 

component of traditional techniques of illness detection. To improve the productivity 
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and efficacy of agricultural activities, there is a critical need for automated and precise 

disease detection systems. 

1.3 PROBLEM STATEMENT  

The detection and timely management of fruit diseases are critical for maintaining crop 

health, maximizing yield, and ensuring food security. However, traditional methods of 

disease identification in agriculture heavily rely on manual inspection by human 

experts, which is laborious, subjective, and prone to errors. These limitations hinder the 

efficiency and effectiveness of disease detection, leading to delayed interventions and 

significant economic losses for farmers. 

The research seeks to investigate the usage of Convolutional Neural Networks (CNNs) 

in a machine-learning strategy for fruit disease detection to address this issue. CNNs 

are a viable technique for automated illness identification because they have 

demonstrated impressive success in image recognition tasks. To assure their accuracy, 

efficiency, and applicability for real-world agricultural scenarios, CNNs must first 

undergo a thorough examination and evaluation before being applied to the detection 

of fruit disease. 

The problem can be further categorized into the following sub-problems: 

Accurate Disease Detection: The primary challenge is to train a CNN model that can 

accurately distinguish between healthy fruits and those affected by various diseases. 

This requires the model to effectively learn and extract disease-specific features and 

patterns from input images. 

Generalization Across Varieties: Fruits exhibit significant variations in appearance, 

shape, and texture across different varieties and stages of ripeness. The CNN model 

should be capable of generalizing its learning across various fruit types and detecting 

diseases accurately, regardless of the fruit variety. 

Real-Time Detection: Efficient real-time disease detection is essential for timely 

interventions. The CNN model needs to process images quickly and provide prompt 

and accurate disease predictions to support proactive disease management practices. 
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1.4 RESEARCH QUESTIONS 

"What is the effectiveness of using Convolutional Neural Networks (CNNs), 

specifically InceptionV3, VGG16, and ResNet50, in the machine learning approach for 

fruit disease detection?" 

Sub-questions: 

• How accurate are the CNN models (InceptionV3, VGG16, and ResNet50) in 

detecting and classifying fruit diseases compared to traditional manual 

inspection methods? 

• How well do the CNN models generalize across different fruit varieties and 

stages of ripeness, ensuring accurate disease detection regardless of fruit type? 

• How practical and accessible are the CNN models (InceptionV3, VGG16, and 

ResNet50) for deployment on resource-constrained devices or edge computing 

platforms in agricultural environments? 

1.5 RESEARCH OBJECTIVE AND SCOPE 

Fruit disease diagnosis is crucial since it aids the farmer in attaining a high crop. We 

already saw this in Figure 1. The goal of this initiative is to improve the farmer's options 

for taking preventative measures to safeguard his harvest by focusing on the early 

diagnosis of fruit illnesses. The major goals of this project are to use technology in 

agriculture, and utilizing image processing with deep learning makes it easier to get 

precise findings or detection. 

The research aims to: 

• Develop a comprehensive dataset of fruit images, including healthy fruits and 

various diseased fruits. 

• Preprocess and augment the dataset to improve its quality and diversity. 

• Train and optimize Convolutional Neural Network (CNN) models, specifically 

InceptionV3, VGG16, and ResNet50, for fruit disease detection. 

• Evaluate and compare the performance of the trained CNN models in terms of 

accuracy 

• Analyze the computational efficiency of the CNN models for real-time disease 

detection. 
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• Investigate the practical deployment of the trained models on resource-constrained 

devices or edge computing platforms. 

• Provide recommendations and guidelines for selecting the most suitable CNN 

model and implementing CNN-based fruit disease detection systems in agriculture. 

These objectives aim to advance the field of fruit disease detection, enabling 

farmers to adopt efficient and accurate automated solutions for timely disease 

management and improved crop productivity. 

 

CHAPTER 2 

 

2 LITERATURE REVIEW 

There has been extensive research on the diagnosis of leaf and fruit diseases for many 

years. Researchers have looked into several techniques that use pattern recognition and 

machine learning to improve the accuracy of disease diagnosis. These innovative 

techniques are applied to many other types of crops, such as wheat [2], rice [3], maize 

[4], and corn [5]. Golhani et al. [6] have reported a variety of experiments on neural 

network techniques used for identifying and categorizing diseases from images of plant 

leaves and fruit. To improve the precision of spot and rot detection in apples, pears, 

oranges, and pears, this research discusses the application of a particular sort of CNN 

called Mask R CNN. Based on Faster R CNN, Mask R-CNN is a better target detection 

method. Although the detection model suggested in the article has excellent detection 

accuracy, the detection speed is a little slower, according to Hongjun, Qisong, Youjun, 

and Hui.[11]. Citrus canker and Huanglongbing (HLB) were detected using an SVM 

and a fluorescent imaging system by Wetterich et al. [15]. Citrus canker and scab were 

correctly classified by the approach with an accuracy of 97.8%, while HLB and zinc 

deficiency were correctly classified with an accuracy of 95%. An SVM with ANNs is 

also used to increase the high classification speeds. The approach proposed will 

substantially engineer precise fruit disease identification and automatic classification 

[17]. The paper explains four features that are shape, size and color, and texture. It is 

also noted that the outcome of the SVM classification changes as there is a change in 

the training/testing ratio [18]. Liu et al. [24] trained MobileNetV2 to classify six 

common citrus diseases and to diagnose them. Comparing the model correctness, model 
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size, and model validation speed with other network models, we can see that 

MobileNetV2 is good at classifying and recognizing citrus diseases 

 

CHAPTER 3 

3 SOFTWARE DETAILS 

3.1 Language: Python 

Python is a high-level, general-purpose programming language that is interpreted. 

Python's design philosophy places a strong emphasis on code readability and makes 

considerable use of whitespace. Its linguistic features and object-oriented methodology 

are intended For both modest and large-scale projects, programmers create logical, 

understandable code.  

Python turns out to be a good option for these image-processing approaches. This is a 

result of its rising reputation as a programming language for scientific applications and 

the abundance of cutting-edge image-processing tools in its ecosystem. 

Why do we use Python in Machine learning? 

Wide Range of Libraries: Python provides a rich ecosystem of libraries and 

frameworks specifically designed for deep learning, such as TensorFlow, PyTorch, 

Keras, and Theano. These libraries offer pre-built functions and tools for building, 

training, and evaluating deep learning models, making it easier and more efficient to 

implement complex neural networks. 

Simplicity and Readability: Python is known for its simplicity and readability, making 

it an ideal language for beginners and experienced developers. Its clean syntax allows 

for intuitive code organization and easier debugging, fostering faster development and 

easier collaboration among researchers and practitioners. 

Community Support: Python has a vibrant and active community of developers, 

researchers, and enthusiasts. This community contributes to the development of deep 

learning frameworks, shares code repositories and provides support through online 

forums and communities. This active community ensures abundant resources and 

documentation are available, making it easier to find solutions and troubleshoot issues. 



9                                                                                                  ©Daffodil International University 
 

Versatility and Integration: Python is a flexible language that is simple to use in 

conjunction with other devices and software. It enables efficient data manipulation and 

analysis through seamless integration with libraries for data processing and 

visualization including NumPy, pandas, and matplotlib. Python can also easily interface 

with other fields, such as web development or data science, making it easier to create 

and implement end-to-end pipelines. 

Performance Optimization: The efficient execution of neural networks is ensured by 

deep learning frameworks like TensorFlow and PyTorch, which implement low-level 

operations in optimized C++ or CUDA. Python also gives developers the freedom to 

use high-performance computing tools like GPUs to speed up deep learning 

computations. 

Educational Resources: There are many instructional materials, tutorials, and online 

courses available thanks to Python's popularity in data science and machine learning. 

This encourages innovation and information sharing by making it simpler for 

researchers and students to understand and use deep learning techniques using Python. 

 

3.1.1 OS: Windows 11(64bits) 

The most recent operating system from Microsoft is called Windows 11. Its goal is to 

deliver a cutting-edge, user-friendly computer environment. Windows 11's 64-bit 

edition provides better performance, more memory, and compatibility with a variety of 

software programs and hardware gadgets. It enables users to fully utilize 64-bit 

processors' capabilities, allowing for quicker multitasking, improved security measures, 

and support for bigger quantities of system memory. For both home and business users, 

Windows 11 64-bit offers a reliable and effective platform that creates an immersive 

computing experience. Microsoft made the official announcement of Windows 11 on 

June 24, 2021. The initial announcement offered updated operating system 

components, new design elements, and new functions. However, the actual launch date 

of Windows 11 for general availability was October 5, 2021. 
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3.1.2 IDE: Anaconda Navigator 

An essential component of the Anaconda distribution, a well-liked open-source 

platform for Python data research and scientific computing, is Anaconda Navigator, a 

graphical user interface (GUI). Users can access and use Anaconda's several 

components more easily since it offers a straightforward approach to managing 

packages, environments, and development tools. 

With Anaconda Navigator, users can efficiently manage Python packages and 

dependencies. It offers a user-friendly interface to search, install, update, and remove 

packages with just a few clicks. This simplifies the process of setting up a Python 

environment and ensures that the necessary libraries and tools are readily available. 

Additionally, Anaconda Navigator allows users to create and manage virtual 

environments, which are isolated environments with their own Python installations and 

package dependencies. These virtual environments enable users to work on different 

projects with distinct requirements without worrying about conflicts or compatibility 

issues. 

Additionally, Anaconda Navigator gives users access to well-liked development tools 

including Jupyter Notebook, Spyder, and JupyterLab, which are frequently used for 

scientific computing, machine learning, and data analysis. By allowing users to run 

these tools directly from the Navigator user interface, workflow is streamlined and code 

development, experimentation, and visualization are made easier. The Navigator 

interface is user-friendly and attractive to the eye, with a straightforward structure and 

segmented sections for packages, environments, and tools. Users of all skill levels may 

quickly navigate through the various areas and access the needed capabilities thanks to 

this. In summary, Anaconda Navigator is a powerful tool that enhances the user 

experience of Anaconda by offering a graphical interface for package management, 

environment creation, and access to popular development tools. It simplifies the process 

of setting up a Python data science environment and allows users to focus on their 

analysis, coding, and research tasks. 
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3.1.3 CNN: Convolutional Neural Network 

Convolutional Neural Networks (CNNs) are a particular class of deep learning models 

that are intended for the analysis of visual data, such as photographs and movies. In a 

variety of applications, such as image classification, object recognition, and picture 

segmentation, they have achieved exceptional accuracy and performance, 

revolutionizing computer vision jobs. The design of the human brain's visual cortex 

served as an inspiration for CNNs. Convolutional, pooling, and fully connected layers 

are among the many layers that make them up. A collection of trainable filters are 

applied by the convolutional layers to the input images to identify regional patterns and 

characteristics. The pooling layers downsample the output, reducing spatial dimensions 

and extracting the most relevant information. Finally, the fully connected layers process 

the extracted features and make predictions. One of the key strengths of CNNs lies in 

their ability to automatically learn hierarchical representations of visual data. The lower 

layers learn simple features like edges and textures, while deeper layers learn more 

complex and abstract features, such as shapes and objects. This hierarchical feature 

extraction enables CNNs to handle variations in scale, rotation, and translation, making 

them robust to changes in input data. 

Popular pre-trained CNN models include VGG16, VGG19, InceptionV3, ResNet50, 

and MobileNet, among others. These models have been trained on massive image 

datasets like ImageNet, which contains millions of labeled images spanning thousands 

of classes. Training CNNs typically involves feeding labeled data into the network and 

adjusting the model's parameters through backpropagation and gradient descent 

optimization. With a large amount of annotated data and computational resources, 

CNNs can learn to recognize and classify objects with exceptional accuracy. 

Overall, CNNs have made important contributions to the field of computer vision and 

are now the standard architecture for the processing of visual input. Numerous 

applications have been transformed by their capacity to automatically learn and extract 

features from photos, which has made strides in fields like autonomous driving, medical 

imaging, and object recognition possible. 
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3.1.4 Max Pooling Layer 

Convolutional neural networks (CNNs) use the Max Pooling layer as a key building 

block to extract robust features from input data. The input is divided into non-

overlapping sections, and the maximum value within each zone is chosen to operate. 

Max pooling helps to reduce the spatial dimensions of the input, resulting in enhanced 

computational efficiency and spatial invariance. The Max Pooling layer improves the 

network's ability to generalize and handle variations in scale and translation by assisting 

in the retention of the most important features while rejecting less important 

information. This layer is essential for capturing hierarchical representations and 

expanding the network's receptive field, which improves how well CNNs perform 

overall in tasks like object detection and image categorization. 

3.1.5 TensorFlow 

Google's open-source TensorFlow machine learning framework has become quite well-

known in the deep learning community. With a focus on neural networks, it offers a 

complete ecosystem for creating, honing, and deploying machine learning models. 

The ability of TensorFlow to describe calculations as data flow graphs is one of its 

fundamental characteristics. Models in TensorFlow are described as a collection of 

linked nodes, where each node is a single operation and edges denote the data flow 

between operations. Automatic differentiation and effective parallel processing are 

made possible by this graph-based method, which is essential for deep neural network 

training. 

Numerous different layer types, activation functions, loss functions, and optimization 

techniques are just a few of the many functionalities supported by TensorFlow. 

Additionally, it provides strong capabilities for model evaluation, visualization, and 

data manipulation and preparation. TensorFlow offers GPU and CPU acceleration, 

enabling users to take advantage of the GPUs' computing ability to train models more 

quickly. TensorFlow offers high-level APIs like Keras in addition to its fundamental 

features, making it easier to create and train deep learning models. Deploying 

TensorFlow on several platforms is also supported, including computers, servers, 

mobile phones, and even edge devices. 

In the domains of deep learning and machine learning, TensorFlow has mostly 

established itself as the standard framework. Its adaptability, scalability, and wide range 
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of capabilities make it an effective tool for solving a variety of machine learning tasks, 

from straightforward regression and classification issues to challenging computer 

vision and natural language processing issues. 

3.2 Keras 

Developed in Python, Keras is a high-level neural network API that may be used with 

Theano, TensorFlow, or other popular deep learning frameworks. It offers a simple 

interface for creating and refining deep learning models. Keras makes it easier to define 

layers, establish connections, and configure model parameters, enabling developers to 

quickly prototype and test out various designs. Keras is appropriate for a variety of 

applications since it provides a huge selection of pre-built layers, activation functions, 

loss functions, and optimization techniques. In the deep learning field, Keras is a well-

liked option for both newcomers and seasoned practitioners due to its simplicity and 

usability. 

3.3 Softmax Function 

In neural networks, the softmax function is a popular activation function, especially in 

multiclass classification issues. It normalizes an input vector of real values into a 

probability distribution across many classes. 

The mathematical definition of the softmax function is as follows: 

softmax(x_i) = exp(x_i) / sum(exp(x_j)) for all j 

where exp stands for the exponential function and x_i is the input element at index i. 

Simply expressed, the softmax function multiplies each input value by the sum of the 

multiplied values for all classes before dividing it. This transformation makes sure that 

the probabilities are represented by values that are between 0 and 1 and add up to 1. 

The softmax function is useful in multiclass classification tasks because it assigns 

higher probabilities to the class with larger input values while suppressing the 

probabilities of other classes. This allows the network to make confident predictions by 

selecting the class with the highest probability. During the training process, the softmax 

function is often combined with a suitable loss function, such as categorical cross-

entropy, to measure the discrepancy between predicted probabilities and true labels. 

This helps guide the model's learning by optimizing the network's weights and biases 

to minimize the loss. 
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In summary, the softmax function is a critical component of neural networks for 

multiclass classification problems. It transforms input values into a probability 

distribution, enabling the model to assign probabilities to multiple classes and make 

confident predictions based on the highest probability. 

 

 

CHAPTER 4 

4 RESEARCH METHODOLOGY 

Research methodology refers to the systematic approach and techniques used in 

conducting research. It involves the selection and application of appropriate methods, 

tools, and procedures to gather and analyze data in order to answer research questions 

or test hypotheses. Research methodology encompasses various aspects such as 

research design, data collection methods, sampling techniques, data analysis, and 

interpretation of results. We use VGG16, Resnet50 and InceptionV3 for detect diseases. 

The choice of research methodology depends on the nature of the research problem, the 

research objectives, and the available resources. 

4.1 DATA COLLECTION 

We did not find any suitable dataset from online. For this, we collect data from the 

different gardens and fruits shop. We collect three types of diseases of guava and also 

collect normal data. The data class are given below: 

1. Normal Dataset. 

2. Phytopthora Dataset. 

3. Scab Dataset. 

4. Stylar end Rot. 
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Figure 2 Normal Guava Dataset 

 

 

Figure 3 Phytophthora Diseases Dataset 

 

 

Figure 4 Scab Diseases Dataset 
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Figure 5 Stylar end Rot Diseases Dataset 

4.2 DATA PREPROCESSING  

After collecting data from fields, then we preprocess the data and also visualize it. We 

visualize all four folders of the dataset, With three types of diseases and one normal 

dataset. 

 

Figure 6 Visualize Dataset 
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4.3 VGG16 

The VGG16 model is a deep convolutional neural network (CNN) architecture that has 

been widely used in computer vision tasks, including image classification and object 

detection. We use this mode because, In the context of fruit disease detection, the 

VGG16 model can be used as a powerful tool for accurate and reliable identification of 

diseased fruits. Here are a few reasons why VGG16 is commonly employed in fruit 

disease detection: 

 

Figure 7 VGG16 CNN Model 

 

Deep feature extraction: The VGG16 model has a deep architecture with multiple 

convolutional layers. These layers are capable of automatically extracting meaningful 

features from images, including textures, shapes, and patterns. This is crucial in 

distinguishing between healthy and diseased fruit images, as diseases often manifest as 

distinct visual abnormalities. 

Pre-trained Model: VGG16 is frequently used as a pre-trained model, meaning it has 

already undergone extensive training on a large dataset (such as ImageNet) to recognize 

a variety of objects and patterns. The VGG16 can collect general features that are 

helpful for a variety of picture classification tasks, including fruit disease diagnosis, by 

utilizing pre-trained models. When there is a limited amount of training dataset 

available, this is especially advantageous. 

Transfer Learning: Building on the previous point, the pre-trained VGG16 model can 

be fine-tuned on a specific fruit disease dataset. By fine-tuning, we adjust the 

parameters of the pre-trained model to better adapt it to the target task. This approach 

allows us to take advantage of the knowledge and representations learned by the 

VGG16 on a large dataset and apply it to the specific problem of fruit disease detection. 

High performance: VGG16 has demonstrated impressive performance in various 

image classification benchmarks, achieving high accuracy rates. Its deep architecture 
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and ability to capture intricate details contribute to its effectiveness in detecting subtle 

disease symptoms in fruit images. 

 

 

Figure 8 VGG16 Architecture 

The 13 convolutional layers that make up the heart of VGG16 are each followed by a 

rectified linear unit (ReLU) activation function. These layers take minute details and 

patterns, such edges, textures, and forms, from the input photos. After each pair of 

convolutional layers, max pooling layers are used to downsample the feature maps, 

which lowers computational complexity while preserving crucial spatial data. Then, 

fully connected layers, often referred to as dense layers, are transferred over the 

flattened feature maps. Based on the features that were collected, these layers learn 

high-level representations and provide predictions. Softmax is the last layer to be fully 

connected, and it creates a probability distribution across several classes.  
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4.4 RESNET50 

We also use Resnet50 in our research, it is another deep convolutional neural network 

(CNN) architecture commonly used in computer vision tasks, including fruit disease 

detection. Here are some reasons why ResNet50 is beneficial in this context: 

 

Figure 9 Resnet50 Model 

 

Addressing the vanishing gradient problem: Deep neural networks often encounter 

the issue of vanishing gradients, where the gradients become extremely small as they 

propagate backward through the layers during training. This can hinder the learning 

process. ResNet50 introduced the concept of residual connections, which allow the 

network to learn residual mappings. By adding skip connections that bypass certain 

layers, ResNet50 can effectively address the vanishing gradient problem and facilitate 

the training of deeper networks. 

Deeper architecture: ResNet50 is a deeper network compared to VGG16. It consists 

of 50 layers, including residual blocks with skip connections. This increased depth 

allows ResNet50 to capture more complex and abstract features from images, which 

can be crucial for accurately identifying subtle disease symptoms in fruit images. 

Transfer learning capabilities: Similar to VGG16, ResNet50 is often used as a pre-

trained model that has been trained on large-scale datasets like ImageNet. By leveraging 

transfer learning, the pre-trained ResNet50 model can be fine-tuned on a smaller dataset 

of fruit images, enabling it to learn specific patterns and features related to fruit 

diseases. This approach is particularly useful when the available dataset for training is 

limited. 

Performance and accuracy: ResNet50 has shown impressive performance in various 

computer vision benchmarks, including image classification tasks. Its deeper 

architecture and residual connections allow for improved learning and more accurate 

predictions. This makes ResNet50 a suitable choice for fruit disease detection, where 
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precise identification and classification of diseases are crucial for effective disease 

management and crop yield optimization. 

 

Figure 10 Resnet50 Architecture 

 

In summary, ResNet50's ability to address the vanishing gradient problem, its deeper 

architecture, transfer learning capabilities, and high-performance metrics make it a 

valuable tool in fruit disease detection tasks. Its use enables the accurate identification 

of diseases and aids in developing effective solutions for crop protection and 

management. 

 

4.5 INCEPTION V3 

The last model we use that is InceptionV3, is also a deep convolutional neural network 

(CNN) architecture that has been widely used in fruit disease detection. The main 

reason we use this mode is given below: 
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Figure 11 Inception V3 Model 

 

Computational efficiency: InceptionV3 is designed to be computationally efficient 

while maintaining high accuracy. It achieves this by using multiple parallel 

convolutional layers with different filter sizes (1x1, 3x3, 5x5) to capture features at 

multiple scales. This architecture allows for effective feature extraction while 

minimizing the number of parameters, resulting in faster computations. 

Multi-level feature extraction: InceptionV3 uses a technique called "Inception 

module" that performs multi-level feature extraction. This module consists of 

convolutional layers with different filter sizes concatenated together. By capturing 

features at various scales simultaneously, InceptionV3 can detect both fine-grained 

details and high-level semantic information, which is crucial for accurately identifying 

diseases in fruit images. 

Performance and accuracy: InceptionV3 has demonstrated excellent performance in 

image classification tasks, achieving high accuracy rates. Its ability to capture multi-

scale features and leverage transfer learning makes it suitable for fruit disease detection, 

where precise identification and classification of diseases are essential for effective crop 

management. 
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Figure 12 Inception V3 Architecture 

Overall, InceptionV3's computational efficiency, multi-level feature extraction, transfer 

learning capabilities, and strong performance metrics make it a valuable architecture 

for fruit disease detection. Its use can facilitate accurate disease identification, help in 

implementing timely interventions, and support sustainable fruit cultivation practices. 

 

4.6 EVALUATION METHODS 

4.6.1 Accuracy  

The accuracy of a machine's outcome prediction depends on how good the model is. 

When each class is equally important, something important has occurred. Every class 

is crucial to our area of work. As a result, precision is essential in determining the 

model's accuracy. 

 

Figure 13 Accuracy Formula 
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4.6.2 Precision 

Precision provides information about the model's ability to avoid false positives, which 

means correctly identifying positive instances and minimizing the rate of falsely 

predicted positive cases. 

The formula for precision is: 

 

Figure 14 Precision Formula 

 

Where: 

TP (True Positives) is the number of correctly predicted positive instances. FP (False 

Positives) is the number of negative instances that were incorrectly predicted as 

positive. 

4.6.3 Recall 

In the context of binary classification, recall is a performance metric that measures the 

ability of a model to correctly identify positive instances (true positives) out of all actual 

positive instances (true positives + false negatives). It is also known as sensitivity or 

true positive rate (TPR). 

The formula for the recall is: 

 

Figure 15 Recall Formula 

Where: 

TP (True Positives) is the number of correctly predicted positive instances. FN (False 

Negatives) is the number of positive instances that were incorrectly predicted as 

negative. Recall provides information about the model's ability to avoid false negatives, 

which means correctly identifying positive instances and minimizing the rate of missed 

positive cases. 
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4.6.4 F1 Score 

The F1 score is a single metric that combines both precision and recall to provide an 

overall evaluation of a model's performance in binary classification tasks. It is 

particularly useful when the dataset is imbalanced, meaning the number of positive and 

negative instances differs significantly. 

The F1 score is calculated using the following formula: 

 

Figure 16 F1 Score Formula 

 

The harmonic mean of both precision and recall is taken into account by the F1 score. 

It offers a fair evaluation of a model's capacity for accurate positive instance detection 

(precision) and avoiding false negatives (recall). 

The F1 score has a range of 0 to 1, with 0 denoting subpar performance and 1 denoting 

flawless precision and recall. A higher F1 score indicates that the model has 

successfully balanced recall and precision. 

 

4.6.5 Mean Average Precision(mAP) 

Mean Average Precision (mAP) is a widely used evaluation metric in object detection 

and information retrieval tasks. It is used to assess the accuracy and performance of 

models in scenarios where multiple classes or categories are present. In the context of 

object detection, mAP measures the precision of the model at different recall levels 

across multiple classes. It considers both the accuracy of object localization (bounding 

box prediction) and the correct classification of the detected objects. 

 

Figure 17 Mean Average Precision(mAP) Formula 
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4.6.6 Confusion Matrix 

A confusion matrix is a table that summarizes the performance of a classification model 

by showing the counts of true positive (TP), true negative (TN), false positive (FP), and 

false negative (FN) predictions. It provides insights into the model's ability to correctly 

classify instances and helps in evaluating its performance across different classes. 

                                 

Figure 18 Confusion Matrix Diagram 

 

CHAPTER 5 

5 RESULTS AND DISCUSSION 

After 25 epochs in VGG16 we get 87% accuracy. We use the training and test data 

for the model 

The result is given below: 

 

Figure 19 VGG-16 Epoch Result 
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In  Resnet50 we continue with only 20 epochs and we get almost 85% accuracy. Here 

we use the same dataset with the same folder testing and training data. 

The result is given below: 

 

Figure 20 Resnet50 Epoch Result 

 

Figure 21 Resnet50 Train and Val Loss 
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Figure 22 Resnet50 Train and Val acc 

 

Then our last model is InceptionV3, we start our model with 10 epochs and we get the 

highest result so far which is 94% accuracy. We use the same data and folder for this 

model. 

The result is given below: 

 

Figure 23 InceptionV3 Epoch Result 
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Figure 24  InceptionV3 Train and Val acc 

 

 

Figure 25 InceptionV3 Train and Val Loss 
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Detect Diseases by Rsnet50: 

 

Figure 26 Resnet50 Diseases detection-01 

 

 

Figure 27 Resnet50 Diseases detection-02 
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Overall Result for Test Data: 

 

 

Figure 28 Overall Result-test data 

 

 

Figure 29 Overall Result Plot-test data 

 

 

Figure 30 Confusion Matrix 



31                                                                                                  ©Daffodil International University 
 

 

 

Figure 31 Recall Curve-test data 

 

Figure 32 F1 Score Curve-test data 
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Best Model: 

I use three model and the best accuracy I get that is 94% in InceptionV3. 

 

 

Figure 33 Best Model 
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