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Nowadays, people are taking soft drinks (carbonated nonalcoholic beverages) at an increasing rate.
Health experts around the world have cautioned from time to time that these drinks lead to weight gain,
raise the risk of non-communicable diseases, and so on. To develop consciousness among people, the pre-
sent work describes an image-based tool to self-monitor the nutritional information of soft drinks by
using a deep convolutional neural network (CNN) along with transfer learning. At first, a pre-
processing function is done through noise reduction and contrast enhancement. Then the location of
the drinks region is extracted through visual saliency and mean-shift segmentation technique. After
removing backgrounds and segment out only the region of interest from the image a deep CNN-based
transfer learning model is employed for the drink classification. Finally, the size of each drink bottle is
estimated using the bag-of-feature (BoF) and distance ratio calculation to find the nutrition value from
the nutrition fact table. To perform experimentation a dataset is built containing ten most consumed soft
drinks in Bangladesh using images from the ImageNet dataset, internet sources and also self-capturing.
The experiment confirms that our system can detect and recognize different types of drinks with an accu-
racy of 98.51%.
� 2020 The Authors. Published by Elsevier B.V. on behalf of King Saud University. This is an open access

article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

High consumption of sugar-sweetened carbonated nonalcoholic
beverages (SSB) such as soda, fruit and energy drinks containing
the increased presence of sugar (glucose, fructose, sucrose), sweet-
eners, and some other additives is a common phenomenon among
people. It is found that SSB can increase the risk of type 2 diabetes,
heart disease, dental decay, bone loss, stomach and kidney prob-
lems, etc., (Schulze et al., 2004). Furthermore, higher consumption
of sugary beverages has been linked with an increased risk of pre-
mature death (Malik et al., 2019), obesity and overweight related
health problems.
The consumption of different types of beverages has rapidly
increased in many parts of the world, especially in low- and
middle-income countries, contributing to rising rates of many
health-related problems. In spite of the fact that the situation is
quite alarming, however, people are becoming more sensible at
consuming foods as their weight and health are instantaneously
impacted by the amount and type of foods and drinks they con-
sume (Cawley et al., 2019). It is found that appropriate food and
diet patterns work as a guard against heart disease, stroke, dia-
betes, and other complications. Consequently, a self-regulating
system that can manifest the nutritional variety of different drinks
can guide someone to determine a particular drink along with its
quantity is beneficial for his/her well-being or not.

Despite having a large number of applications in real life, com-
puter systems applied to the classification of SSB have not been
widely studied. The widespread use of mobile devices such as dig-
ital cameras and smartphones can now be considered as data col-
lection tools for dietitians (Martin et al., 2008). With the benefit of
image processing techniques, some researchers proposed vision-
based approaches to estimate the calories taken by the users. He
et al. introduced k-nearest neighbors and vocabulary tree-based
technique for food image analysis and classification (He et al.,
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2014). They worked with 42 unique categories and improved the
classification performance by 2%. For the recognition of food items,
Yang et al. (2010) proposed a model that creates a feature vector in
the discriminative classifier using a multi-dimensional histogram.
They used 61 PFID (Pittsburgh Food Image Dataset) food categories
as their dataset and organized these into 7 major groups. They
achieved an accuracy of nearly 80%. Bosch et al. (2011) and Zhu
et al. (2011) used both local and global features for the classifica-
tion of different food images. Previously, we introduced a machine
learning-based system that can detect and classify several types of
drinks automatically from images (Hafiz et al., 2016). But that
methodology cannot be able to show the nutrition value of each
drink according to the size and actual quantity.

To reduce the problems discussed above, many researchers
have been trying to develop a model that can estimate the calorie
intake by an individual in an automatic or semi-automatic way.
Recently, it is observed that deep convolutional neural network
(DCNN) has shown remarkable progress in solving diverse image
recognition and classification tasks (Rawat and Wang, 2017;
Krizhevsky et al., 2012; Kölsch et al., 2017). Kagaya et al. applied
CNN through parameter optimization for the detection and recog-
nition of foods (Kagaya et al., 2014). When the baseline method
was applied, they found an accuracy of almost 90% whereas for
CNN it was nearly 94%. Later Kagaya and Aizawa proposed another
model to classify food/non-food images using CNN with an accu-
racy of more than 95% (Kagaya and Aizawa, 2015). Mezgec et al.
defined a new DCNN architecture called ‘NutriNet’ (Mezgec and
Koroušić Seljak, 2017) and applied it on a dataset that contains
520 different types of food and drink images. They achieved a
classification accuracy of around 87%. An improved methodology
was proposed by Mezgec et al. where they have combined deep
learning and natural language processing for the recognition of
fake-food images (Mezgec et al., 2019). The deep learning model
provides an accuracy of 92.18% on fake-food images.

Deep learning is well suited for different medical diagnosis
problems, such as bone fracture classification (Tanzi et al.,
2020), robot-assisted surgery (Gribaudo et al., 2019), radiotherapy
(Shan et al., 2020), psychophysiological chronic disorders
(Rubasinghe and Meedeniya, 2020) etc., as it can identify patterns
in sparse and noisy data. As the diet-related information search-
ing on the internet is rapidly increasing, so several applications
are proposed to control overweight and obesity for both adults
and adolescents (Hutchesson et al., 2015; Jensen et al., 2016).
Moreover, machine learning and image processing-based apps
(Spanakis et al., 2017) can help to warn people before a possible
unhealthy eating event (Spanakis et al., 2017) and also monitor
the physical activity in children to reduce overweight and obesity
(Fergus et al., 2015). However, no research is done on drink-
image classification and nutrition value assessment to warn peo-
ple before consume.

Here, an automated system is developed based on deep CNN
along with transfer learning for the recognition and classification
of different types of drinks and assess nutrition values. The main
contributions of this paper are as follows:

a. A neural network-based deep CNN with transfer learning is
used for the recognition of different types of drinks.

b. A method for the estimation of nutrition value based on bot-
tle size and contents by employing SURF (speeded up robust
features) and color based bag-of-features along with bottle
length and cap ratio.

c. Development of a dataset containing ten most consumed
soft drinks in Bangladesh with different bottle sizes.

The forthcoming parts of this paper are fabricated as follows:
Section 2 gives a general description of our suggested scheme
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including the pre-processing of the drink image, region of interest
segmentation. It also includes the framework of learning and
recognition of drinks followed by a nutrition value assessment pro-
cess. Section 3 describes our developed dataset. The overall exper-
imental results are presented in Section 4. Classification error
analysis is discussed in Section 5. Eventually, the conclusion is
drawn in Section 6.
2. Methodology

The overall approach of our proposed system is shown in Fig. 1.
In addition to recognition and classification processes, we also
have paid attention to precisely extract the region of interest (drink
object) contained in each image. Since most of the images of our
dataset contain a cluttered scene, we employed lots of pre-
processing as shown in Fig. 2 to determine the location of our
object of interest. A sample image passing through all steps is
showed in Fig. 3. All the stages for the extraction of the drink
region from an original image are described below.

2.1. Pre-processing for the detection of object of interest

2.1.1. Salient area detection
The graph-based method helps us to segment out our desired

object from the images with a cluttered scene (Harel et al.,
2007). Here, at first, the dissimilarity, denoted by d, of two location
points, M i; jð Þ and M x; yð Þ, is computed using Eq. (1).

d i; jð Þjj x; yð Þð Þ , log
M i; jð Þ
M x; yð Þ

����
���� ð1Þ

Now, a fully connected directed graph is generated by joining
each node with all other nodes. Each node are labeled with two

indices x; yð Þ 2 n½ �2 and a weight w1 is assigned with each edge
from node i; jð Þ to node x; yð Þ using Eqs. (2) and (3).

w1 i; jð Þ; x; yð Þð Þ , d i; jð Þjj x; yð Þð Þ:F i� x; j� yð Þ ð2Þ

Where

F a; bð Þ ¼ exp � a2 þ b2

2r2

 !
ð3Þ

Here, r is a free parameter and regions are connected via F.
Finally, normalization is performed, and areas that contain 60%
saliency are identified. Regions that have less than 60% saliency
are considered as the background and these are removed. The
resultant foreground image has used as the input of our next
step.

2.1.2. Mean shift segmentation
Visual saliency can only detect the most salient area of the

image rather than the complete salient object. For this reason,
we have used a mean shift segmentation technique to divide the
image into several regions in such a way that each region contains
a set of pixels with the same characteristics such as color, texture,
etc. (Suji et al., 2013). At first, the original image is altered to create

a mean shift vector, Mh
�!

using a pixel Pa and a search window of
radius hs (Huang et al., 2013). This process is continued until

Mhj j��!2 is less than a threshold e. For any color image, the value of

Mh
�!

can be 5, i.e., change of x coordinate (4x), change of y coordi-
nate (4y), and the changes of intensities in RGB components
(4R;4G;4B).

If S denotes a window centered at Pa and s denotes a pixel
within the window then 4x is calculated using Eqs. (4) and (5).



Fig. 1. Schematic diagram of the proposed deep CNN-based system for the drink type classification and dietary assessment.

Fig. 2. Flow diagram of the pre-processing section.
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Here, Is; Ia are the intensities and Xs;Ws and hr denote the x coor-
dinate, the weight of pixel Ps and range bandwidth, respectively.

4X ¼
X
s2S

K
Is � Ia
hr

� �
Ws:Xs ð4Þ

Where

K xð Þ ¼ 1; if xj jj j < 1
0; if xj jj jP 1

�
ð5Þ

Also, the new window centre Pb is calculated using Eq. (6) until
window center no longer shifts.

Pb
�! � Pa

�!þMh
�! ð6Þ
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Lastly, three sub-steps (i.e. connecting regions, imposing transi-
tive closure, and pruning spurious regions) are performed sequen-
tially. As a result, the object of interest itself creates a separate
region along with all other entities.

2.1.3. Color-based thresholding
Thresholding is a prominent way to decompose a given image

into sub-regions like foreground and background based on the
color (Kadouf and Mustafah, 2013). This method helps us to extract
only the region of drinks from the image. We impose HSV color
based thresholding because our segmented image may contain
our desired object as well as a little portion of other objects too.

The combination of visual saliency, mean shift segmentation,
and thresholding process enables our system to segment out the
drink from the images. In some cases, the drink region is either
partially visible or not clear (which is discussed in Section 5).
Hence, our system may give us a pure black region as output after
these steps which makes our classification accuracy lower. For this
reason, after thresholding, we count the number of non-black pix-
els and if it is lower than a certain threshold value then we fed the
raw image to the next step rather than the resultant one. We also
improve the quality of the image by noise removal and resolution
enhancement.

2.1.4. Noise reduction
Noise suppression is a very crucial factor since the performance

of the classification technique depends on the quality of the image.



Fig. 3. (a) Input test image, (b) Image after employing saliency detection. The region containing more than 60% saliency is visible here and the remaining portion is removed
as background, (c) Resultant image after the mean-shift segmentation, (d) Image after color based thresholding, (e) Resultant image of drink after removing the background
by cropping, (f) Image after performing Gaussian noise reduction, (g) Resultant image after executing discrete wavelength transform-based resolution enhancement. After
performing all these above-mentioned steps the resultant image is sent for fitting and matching along with the trained model. (h) This image is classified as ‘Coca Cola’, (i) To
find the actual size of the drinks bottle from the image, we calculate the ratio from the length of the bottle and cap. Here we found the ratio as 7.3529. So we can say that it is a
600 ml bottle (discussed later in Section 4), (j) We have collected nutrition value for each drink with all available serving bottle size. Once we found that it is a 600 ml Coca
Cola bottle, from the previously collected data, our method shows its nutrition value as the final result.
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Here a fuzzy filter is imposed for reducing Gaussian noise while
keeping the other features intact (Rahman et al., 2014). If the input
image is denoted by f p and f max denotes the maximum intensity
value among 8-neighboring pixels, then a function is calculated
using Eq. (7).

Fp ¼
1; f p ¼ 0 or 255

exp � f p�f maxð Þ2
2�8�r

� �
; otherwise

8><
>: ð7Þ

Where r is the standard deviation of all intensity values. This filter
is applied separately for each of the R;G, and B components of each
color image. After filtering operation,we found our desired image by
concatenating the three color components.

2.2. Resolution enhancement

The resolution of an image plays a crucial role in many image
processing applications, especially in the feature extraction tech-
nique (Khaire and Shelkikar, 2013). To get an enhanced image, dis-
crete wavelet transform (DWT) is used to disintegrate the input
image into several sub-bands (Karunakar et al., 2013). After that,
interpolation of the high-frequency sub-band images and the
low-resolution input image is performed. Finally, combining of
all these images is used to generate a resultant image using inverse
DWT.

2.3. Data augmentation

To improve classification accuracy and reduce the overfitting
problem we impose data augmentation on the training dataset.
Random rotations, shifts, flips, and cropping techniques are applied
while augmenting data for each category.

2.4. Fitting and matching

After finishing all of the previously discussed steps, the resultant
training images are sent for retraining using transfer learning. All
test images are also pre-processed separately and then fed to the
system for prediction. In the case of transfer learning, knowledge
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from the previously trained similar model is transferred and lever-
aged to solve new problems. Because it is quite effortless and much
faster to fine-tune a network than do the training from the scratch.
The early layers of CNN contain generic features that can be reused
while the final layers are more application-specific. Because of this
property, the initial layers are well-preserved while the endmost
ones are fine-tuned to train with the current dataset of interest
(Albawi et al., 2017; Yosinski et al., 2014; Nogueira et al., 2017).

To attain high recognition accuracy, deep learning models
need huge labeled data for training the classifier. However, it is
quite challenging to get such a dataset for every domain since
most of the deep learning models are extremely specialized to a
distinct domain or even a specific task. For this reason, it is a suit-
able alternative to retrain a CNN (which is previously trained by a
generalized label dataset) with only scarce data, initiated by
Thrun (1996).

A study has conducted by Yosinski et al. (2014) to fine-tune the
CNN based transfer learning model which was pre-trained on the
ImageNet dataset. To transfer information from labeled data to
unlabeled data, Tian et al. (2012) proposed a model for sparse
transfer learning with a view to re-rank the video search. For med-
ical image analysis, Tajbakhsh et al. (2016) investigated the perfor-
mance of fully trained CNNs with pre-trained CNNs. The transfer
learning technique also successfully utilized in video-based emo-
tion recognition (Kaya et al., 2017), iris recognition (Nguyen
et al., 2018), end-to-end airplane detection (Chen et al., 2018),
and poverty mapping (Xie et al., 2016).

We retrain our drink dataset by popular 4 well-known deep
CNNs: VGG19, InceptionV3, MobileNet, and ResNet50. A brief
architecture of these deep CNNs is given in Table 1.

Once we recognize the drinks family, we can effortlessly extract
its composition from our nutrient fact table.
2.5. Nutrition value assessment

After classification of any soft drink, we again impose color and
SURF (Bay et al., 2006) based bag-of-feature (BoF) (O’Hara and
Draper, 2011) technique to identify how it is served, i.e. in a glass,
can, glass bottle or plastic bottle and the process is shown in Fig. 4.



Fig. 4. Process of dietary assessment (nutrition value estimation) from image.

Table 1
A brief architecture of 4 well-known deep CNNs investigated in this work.

InceptionV3 VGG19 MobileNet Resnet50

Input Size 227 � 227 224 � 224 224 � 224 224 � 224
Conv. Layers 21 19 28 34
Filter Size 1,3,5,7 3 1,3 1,3
Stride 1,2 1,2 2 2

Parameter 23 M 155 M 5855942 25.6 M
FC Layer 1 1 4 1

Size 92 MB 549 MB 17 MB –
Depth 159 26 88 –
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Since only SURF method extract features from grayscale images,
we use color-based BoF to classify drinks according to their color
information. As Coca Cola (or other soft drinks) can and glass bottle
have a fixed size we can show their nutrition value easily. In case of
a plastic bottle, for the proper calculation of nutrition value, it is
necessary to find the actual size of the bottles from the image.
We consider 5 different types (i.e. 250ml, 400ml, 600ml, 1.25 liter,
2.25 liter) of Coca Cola bottles here. From the pre-processed image,
we can easily get the top and bottom pixel value for both the cap as
well as the whole bottle itself. We impose the Euclidean distance
method to find the height of both cap and the full bottle from
the image. The distance between two points in the image plane
(Danielsson, 1980) with coordinates x; yð Þ and a; bð Þ is calculated
by Eq. (8):

dist x; yð Þ; a; bð Þð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� að Þ2 þ y� bð Þ2

�r
ð8Þ

Then the ratio is calculated by dividing the total length of the
full bottle and the length of the cap and the equation is as follows:

ratio ¼ Lengthof full bottle
Lengthof cap

� �
ð9Þ
3. Experimental dataset

Our experimental dataset consists of ten distinct categories of
drinks and beverages. We have chosen these because they are
the most common and available everywhere in Bangladesh. 1250
images of each category (total 1250 � 10 = 12,500 images) are used
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to construct our experimental dataset. Most of the images are col-
lected from a hierarchical large scale database called ImageNet
(Deng et al., 2009). Rests of the images for each category are col-
lected from several internet sources as well as some are captured
by us. The dataset is imparted into two subsets: 80% images
(1000 for each category) are considered as a training set and the
remaining 20% (250 for each category) as the testing set. In doing
the experimentation, we used a 5-fold cross-validation with each
category. Fig. 5 demonstrates some sample images from our train-
ing and testing dataset. Our developed dataset are available at:
https://github.com/reduan/Drink-Dataset.git.

Since we have considered color and shape features for the drink
identification from an image, the results may differ if the bottle
shape and size is different from the trained dataset. If the manufac-
turer changes the shape and texture of any soft drink type then our
system may not be able to classify it precisely.
4. Experimental results

The following section presents and discusses the experimental
result of our system. For experimentation, at first, we partitioned
our dataset according to the difficulty of classification into three
parts, i. e. easy(images in which drinks are clearly visible and easily
identifiable), medium(images containing a small amount of clut-
tered), hard (images containing the cluttered scene, smashed as
well as top and/or partial view of drinks). The classification perfor-
mance of each part is shown in Table 2. Fig. 7 shows the compar-
ative performance of four popular transfer learning methods i.e.
InceptionV3, VGG19, MobileNet, and ResNet50. Among these four
CNNs, ResNet50 gives the highest performance. The accuracy and
loss graphs for ResNet50 is shown in Fig. 6.

Fig. 7 and Table 3 show that the accuracy of our dataset using
different methods such as InceptionV3, VGG19, MobileNet, and
ResNet50 is 87.91%, 84.21%, 98.03%, and 98.51%, respectively. Sim-
ilarly, the misclassification rate is 12.09%, 15.79% and 1.97% and
1.49%, respectively. ResNet50 performs comparatively better than
other methods by giving a higher accuracy and a lower misclassi-
fication rate. Table 4 represents the resultant confusion matrices
for ResNet50.

The outcome of the nutrition value estimation obtained using
the techniques proposed in Section 2.5 is discussed here. At first,
we have calculated the height of the bottle and cap from an image
and then find the ratio. We have calculated the ratio for 500 test
images (100 images of each category). Among them, one ratio of
each category is shown in Fig. 8.

We have considered only the heights of the bottle and cap here.
The heights can be changed if the distance, angle of the bottle are
changed. To minimize this problem, we have used the height and
cap ratio. Because, when the height of a bottle is changed due to
distance or other factors in an image, the height of the cap in that
image also changed accordingly.

As shown in Table 5, 250 ml Coca Cola bottle always gives a
ratio between 4.0�4.9, for 400 ml bottle it is 5.9� 6.9, for 600 ml



Fig. 5. Sample images from both test and training dataset. (a) Coca Cola, (b) Fanta, (c) Clemon, (d) Pepsi, (e) Frutika, (f) RC Cola, (g) Speed, (h) Sprite, (i) Mountain Dew (j)
Green Coconut.

Table 2
Prediction accuracy of the drink classification task by different CNNs along with
transfer learning. Here, images that contain clearly visible drinks are considered as
‘easy’, images with a small amount of cluttered are ‘medium’, and a cluttered,
smashed and partial view of drink images are considered as ‘hard’.

Accuracy

Method Easy Medium Hard

VGG19 92% 87% 74%
InceptionV3 95% 90% 79%
MobileNet 99.48% 99.1% 96.05%
ResNet50 99.88% 99.4% 96.25%
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it gives almost 7�8, 1.25L gives 9.0�9.9 and 2.25L gives 10.8�11.8.
The ratio for test image is also calculated and compared with the
range shown in the Table 5. If the ratio is between 7.0 and 7.9, then
we can say that this is a 600 ml Coca Cola bottle (as shown in Fig. 3)
and we can show the nutrition value perfectly. Also, there are still
some cases where the height may vary, hence, for bottle size esti-
mation this method gives almost 80% accuracy as shown in Table 6.
Fig. 6. Accuracy and loss function vs tr
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For Green Coconut and other soft drinks that we have used here,
we collected their nutrition fact in terms of Energy (kcal), Fat, Pro-
tein, Carbohydrates, Sugar, Salt, Sodium, etc., from internet hlcyan
(Campos et al., 1996). After predicting an image as Green Coconut,
its nutrition values are shown for 1 cup (240 g) fresh coconut
water. For other soft drinks, once it is classified and its bottle size
is estimated properly, then we show the nutrition facts from the
previously collected data.

5. Error analysis

There is a little difference in the height of 400 ml and 600 ml
bottle compared to the differences among other bottles. As we
have calculated this ratio from several types of simple
(image contains only Coca Cola bottle) as well as cluttered images
due to the camera angle we got some overlapped values. Fig. 9 rep-
resents some of the images that can not classify correctly by our
system.

This is because there are inter-class similarities among the
drink bottles, poor resolution of the images, the single image con-
aining epoch graph for ResNet50.



Fig. 7. Performance (Accuracy & Error) evaluation of drink dataset using different
CNNs along with transfer learning algorithm.

Table 3
Overall identification accuracy using different CNNs along with transfer learning
algorithm.

VGG19 InceptionV3 MobileNet ResNet50

84.21% 87.91% 98.03% 98.51%

Table 4
Confusion matrix for ResNet50.

Predicted class

Actual Class 0 1 2 3
0 98.33 0.33 0 0.37
1 0 99.33 0 0.1
2 0 0 99.33 0
3 0.33 0.21 0 99
4 0 0 1.28 0
5 0 0 0 0
6 0 0 0 0
7 0 2.53 0 2.48
8 0 0 0 0
9 0 0 0 0

Accuracy 98.51%

Fig. 8. Euclidean Distance Based Ratio (cap Vs whole bottle height) for some sample bot
gives a ratio of 6.2927, (c) For 600 ml, we found the ratio is 7.3327 (d) For 1.25 L the ra

Table 5
Minimum, Maximum and Average ratio for 500 sample images (100 from each category). D
Cola bottle, we find the ratio between 4.023396 and 4.996035. So, we can say for any sam

Different size of bottles Min

250 ml 4.023396 4
400 ml 5.916175 6
600 ml 6.890518 7
1.25 L 9.009991 9
2.25 L 10.80334 1
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tains multiple classes, parts of the drinks are missing or very small
part of the drink is visible, angular images, 2-D images are difficult
to categorize for a 3-D object, etc.
6. Conclusion

Obesity or overweight becomes a significant nationwide health
concern due to the fact that it has a great impact on numerous
chronic diseases. Studies found that proper nutrition information
is effective to control weight gain. With this view, in this work,
we have developed a deep CNN-based transfer learning technique
to recognize the type of beverages and then estimate its nutrition
facts such as calories, energy, fat, sugar, etc. The method contains
some pre-processing tasks before the final recognition and classifi-
cation modules along with the estimation of dietary facts. For
experimental purposes, we developed a dataset containing 10most
commonly consumed drinks in Bangladesh. After investigating the
performances through experimentation of the four well-known
deep CNNs such as VGG19, InceptionV3, MobileNet, and ResNet50
along with transfer learning it is being found that ResNet50 pro-
vides the highest recognition accuracy of 98.51%. We hope this
method will help people in controlling overweight and make them
health conscious.
4 5 6 7 8 9
0.08 0 0.23 0.37 0.33 0
0 0.33 0 0.23 0 0
0.08 0 0.28 0 0.3 0
0.12 0 0 0.33 0 0
90 0 5.03 0 1.2 2.5
0 100 0 0 0 0
0 0 97.5 0 2.5 0
0 0 0 95 0 0
0 2.5 0 0 97.5 0
0 0 0 0 0 100

tles. (a) For this 250 ml bottle image, we found the ratio is 4.7990, (b) 400 ml bottle
tio is 9.5715, (e) For 2.25 L the ratio is 11.0513.

ue to variations in images, we did not get a fixed ratio. For 100 images of 250 ml Coca
ple image, if the ratio is between this range, then it is a 250 ml bottle.

Max Average Range

.996035 4.512002 4.0�4.9

.997552 6.459844 6.0�6.9

.878597 7.353289 7.0�7.9

.997666 9.527296 9.0�9.9
1.79863 11.26137 11.0�11.9



Table 6
Accuracy of bottle size estimation process for nutrition value calculation. Our ratio calculation based size estimation method can identify a 250 ml Coca Cola bottle with an
accuracy of 79.26%.

Coca Cola bottle size 250 ml 400 ml 600 ml 1.25 L 2.25 L

Accuracy 79.26% 67.83% 71.69% 78.12% 81.23%

Fig. 9. Some sample error-prone images: (a) the drink can is smashed or unclear which causes imperfect identification, (b) Improper images found in the dataset, (c) Partially
visible or top view; type of the drink is not clear, (d) Color of the can is not relevant with the original color of the class, (e) Images containing multiple classes of drinks.
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Table 7
Confusion matrix for VGG19.

Actual Class 0 1 2 3
0 70.67 3.67 5.67 1.5
1 2.67 86.67 1.13 0
2 0 3.2 93 0
3 0.77 1.9 2.1 88
4 9.75 0.75 0 0.75
5 5.25 2.25 2.75 0
6 1.1 0 0.85 2.9
7 0.63 2.5 0 0
8 1.29 0 0 1.21
9 1.25 0 2.4 0
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Appendix A

Confusion matrices of VGG19, Inception V3, and MobileNet are
shown in the following three tables. See Tables 7–9.
Predicted class

4 5 6 7 8 9
0 3.84 0 5.57 2.43 6.67
1.43 0 3.4 0.57 0.67 3.47
0.8 0 1.67 1.33 0 0
1.4 2.07 0.77 0 0 3
85.5 0 1.4 0 1.85 0
0 82.5 0 5 0 2.25
5.9 0 82.65 0 4.25 2.5
0.63 0 1.25 95 0 0
0 0 0 0 97.5 0
1.35 5 0 2. 1 0 87.5

Accuracy 84.21%



Table 8
Confusion matrix for InceptionV3.

Predicted class

Actual Class 0 1 2 3 4 5 6 7 8 9
0 75.33 13.33 0 3.33 1.33 2 0 3.33 0 1.33
1 1.33 95.33 1.33 0 0 0 1.33 0 0 0.66
2 0 2 90 3.33 1.33 2 0 0 1.33 0
3 3.33 3.33 2.66 90 0 0 0.66 0 0 0
4 0 3.75 0 5 87.5 0 0 2.5 0 1.25
5 5.01 4.83 0 0 0 90.17 0 0 0 0
6 0 0 7.25 0 2.75 0 85 0 5 0
7 0 8.5 0 6.75 0 0.25 0 84.5 0 0
8 5 0 1.15 0 2.78 0 0.58 0 90.5 0
9 0 0.775 0 0 0.7 0 2.8 0 0.75 94.97

Accuracy 87.91%

Table 9
Confusion matrix for MobileNet.

Predicted class

Actual Class 0 1 2 3 4 5 6 7 8 9
0 97.33 0.5 0 0.27 0.33 0 0.63 0 0.93 0
1 0.65 98.68 0 0.3 0 0 0 0.37 0 0
2 0 0.75 98 0 0 0.33 0 0 0.33 0.58
3 0.37 0 0.32 98.5 0.41 0 0 0.4 0 0
4 0 0 0 0 100 0 0 0 0 0
5 0.63 0 1.88 0 0 97.5 0 0 0 0
6 0.5 0 0 2.4 0 0 95 0 2.1 0
7 0 0 0 0 0 0 0 100 0 0
8 0 0.75 0 0 0 1.75 0 0 97.5 0
9 0 0 0 0 0 0 0 0 0 100

Accuracy 98.03%
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