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 Abstract - In recent days, people are expressing their emotions, 

feelings or opinions on various social platforms. In those opinions 

some are real and some are fake. There are a lot of discussions about 

sports. When their team wins a match, they celebrate this highly but 

when a match loses, they criticize, bullying them. And then they 

express them angrily to different sites, like Facebook pages, 

Facebook groups etc. This issue may be resolved by using natural 

language processing (NLP) to analyze the sentiment of the relevant 

comments. Here we analyze sentiment in various sports related 

Bangla comments. We collected almost 4061 data from various 

Facebook pages and groups. After collecting those data, we classified 

them into five different categories: neutral, happy, sad, positive and 

negative. We use some preprocessing techniques like removing 

punctuation, data cleaning, manual validation to prepare our data. In 

this study, we used three different familiar deep learning models to 

predict sentiment of our dataset. Here our models are CNN, LSTM 

and BiLSTM. In these three models CNN with the glove word 

embedding performed better than other two models, and it is 94.57%. 

Finally, the CNN model outperforms other models in a way that 

captures the sentiment of the fans' remarks.  
 
 Index Terms – Deep learning, Bangla Sports Comments, NLP, 

CNN, LSTM, BiLSTM, Sentiment Analysis, Text Classification.  
 

I.  INTRODUCTION 

 Sentiment analysis is the border part of NLP. Recently 

there have been huge works in this field, in both Bangla and 

English. SA has four different parts and classification is one of 

them. Using SA for text classification to predict the main 

feelings or opinions of various people [1]. So, basically 

Sentiment analysis is a natural language processing (NLP) 

technique used to determine whether data is happy, sad, 

positive, negative or neutral. It is the use of NLP, text analysis, 

computational linguistics, and biometrics to systematically 

identify, extract, quantify, and study affective states and 

subjective information [2]. In our case, we used NLP to 

identify the different sentiments. The modern word is an age 

of science & technology. Nowadays, the majority of 

individuals are social media addicted [3]. In this modern era 

people can express their opinion using Facebook, Twitter etc. 

Bengali people are too emotional about the progress and 

decline of their nation. That’s why they always prefer sharing 

opinions. Cricket is the first weakness of Bengali people. 

When Bangladesh loses everyone gets very angry, on the other 

hand when they win there is no limit of joy [4]. There are a lot 

of people of different minds. They express their opinion in 

different ways. In Bangladesh perspective there are a lot of 

people who love Bangladeshi sports like cricket, football, 

hockey etc.   

If we notice we will find that there are a lot of previous works 

about English text classification. A very few works we’ll find 

with Bengali text [5]. This is one of the reasons to choose 

Bengali sports comment classification.  

For this reason, we tried to analyze the sentiment of Bengali 

people for Bangladesh Sports. We have collected our data 

from social media [6]. We collected some Bengali comments 

from many sports related Facebook pages. There were three 

types of categories of comments, these are positive, negative, 

happy, sad & neutral. We use three algorithms for sports text 

classification.   

The rest of the paper is structured as: Part II mentions sports 

related previous work.  Part III represents the research 

methodology and experimental design of this paper. The 

overall result analysis and findings of this paper are mentioned 

in Part IV. And finally, conclusion and future work of this 

paper presents in Part V. 
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TABLE I.  THE DATA TABLE REPRESENTS THE CATEGORY OF SPORTS 

COMMENTS 

 

II. LITERATURE REVIEW 

There is various text classification work done previously. We 

read it and are highly motivated to work on text classification. 

Here we listed some previous work that we read out. 

 

Mahtab et al. analyzed the sentiment of Bengali people's 

attitudes about Bangladesh Cricket. Social media platforms 

were used to get the dataset. Additionally, because their 

dataset is too limited, they also employ ABSA-based data. 

They classified the data using the classifier Support Vector 

Machine and the vectorizer Term Frequency-Inverse 

Document Frequency (TF-IDF). 10% of the data is used here 

for a random test set, while 90% is used for a machine 

learning model. The accuracy of the ABSA-based dataset is 

73.490%, and the accuracy of the real-time dataset is 

64.597%. Their current goal is to expand the dataset and the 

three classes they currently have. Additionally, deep learning 

theory will be used [7].  

Wahid et al. The focus of this essay is commentary on Bangla 

cricket. In this investigation, sentiment analysis was used. 

Datasets are based on ABSA. They employed an RNN-based 

Deep Learning version and LSTM for prediction, and the 

accuracy of the predictions was 95%. The objective now is to 

increase classes and add more preprocessing processes for 

accurate NLP models [8]. 

Faruque et al. This study examined the polarity of Bangla-

language Facebook posts and the public's perception of Bangla 

Cricket. They employed the Naive Bayes (NB), Support 

Vector Machines (SVM), and Logistic Regression machine 

learning techniques (LR). There were two distinct datasets: 

one from ABSA dataset and the other from verified Facebook 

sites. & Used the model to undertake comparative analysis. 

The LR classifier fared the best, achieving an accuracy of 

83.23%. SVC accuracy was 82.24% and NB was 82.04% [9]. 

Saha et al. mentioned their paper for the three separate models 

and one of its hybrid models analysis of sports-related 

remarks. They gathered 3759 sports-related data points from 

several social media platforms. They divided their dataset into 

five categories. Their hybrid CNN-LSTM model outperformed 

the other two models in accuracy, coming in at 97.45%. [10].  

Nahar et al. brought social media to Bengali politics and sports 

news. The social media platforms are where the dataset was 

gathered. They employed NB, SVM, and NN among other 

machine learning algorithms. employed the TF-IDF for testing 

and training as well. 90% of the time is accurate. In 

comparison to the other methods, the NB classifier fared 

better. The goal is to employ a CNN-based strategy to address 

the issue of Bangla's new classification in the future [11].  

Mahboob et al. This paper turned into performed if you want 

to Sentiment Analysis of RSS Feeds on Sports News – A Case 

Study. They acquire records from on line social media such 

as- articles, websites, blogs, messages, posts, news channels 

and the category of textual records into positive, negative and 

neutral categories. According to voyant-equipment evaluation 

summary, the badminton RSS feeds corpus has 2,676 overall 

phrases and 859 precise phrase, cricket RSS feeds corpus has 

2,915 overall phrases and 1,071 precise phrase forms, soccer 

RSS feeds corpus has 2,211 overall phrases and 900 precise 

phrase forms, hockey RSS feeds corpus has 1,784 overall 

phrases and 682 precise phrase forms, and tennis RSS feeds 

corpus has 2,822 overall phrases and 1,068 precise phrase 

forms. Different feelings labeled as positive and negative were 

routinely decided the usage of LIWC on line of sports 

activities RSS (f-test/f-ratio, chi-square) feeds description. 

They located via way of means of studying the textual content 

in an outline of RSS feeds that Football has the best positive 

polarity is 49.1, Hockey has the least positive polarity is 26.7. 

Cricket has the best negative polarity is 26.8 and Football has 

the least negative polarity is 16.1[12]. 

Ljajić et al. presented a study they had written examining the 

sentiment of textual comments in the field of sport. The 

Stanford NLP Tool, the TF*IDF approach, and the machine 

learning method are the three components of the system they 

proposed. They collect data from social media, Sentiment140, 

internet forums, and online media. There is a total of 1.194 

data points. The algorithm can be divided using the following 

steps: Pre-processing, Obtaining the characteristics 

(attributes), which may be written or numerical, the applicable 

algorithm is used to accomplish classification utilizing 

previously gathered attributes (Logistic regression, Naive 

Bayes, Maxent, SVM, etc.). They consult three dictionaries: 

the LIWC, the MPQA, and the Opinion Lexicon. The results 

are considerably better when the dictionary developed using 

this method is complemented with another universal 

dictionary, such as Opinion Lexicon [13].  

Bagić Babac et al. undertook their study in order to undertake 

a sentiment analysis of social media sport websites' user 

participation patterns. Sentiment analysis can be used to 

determine polarity or, in more complicated cases, to identify 

the aspect that a sentence or an entire document is related to. 

When dealing with polarity, an algorithm first needs a 

resource (text) to be evaluated. The algorithm can be broken 

down into the following steps (based on the proposal [2]): Pre-

processing, Getting the features (attributes), which might be 

textual or numerical, Using previously collected attributes and 

Class Sentences 

 

Neutral 
কক্সবাজার জজলা দল চ্যাম্পিয়ন হবব সারা বাাংলাবদবে 

(Cox's Bazar district team will be champion in whole 
Bangladesh) 

Happy ভাল সবাই মরন নাং ওয়াক করতাবে 

(Well, everyone is doing morning walk) 

Sad সব যায়গায় আবাহনী সরুবধা পায় 

(Abahani benefits everywhere) 

Positive রনবজর জদবের একটা খা াঁটট ফুটবলার জনই 

(There is no real football player of his country) 

 
Negative 

ওনাবক বাাংলাবদবের জাতীয় দবল জনওয়া উরচ্ত নাহ 

(He should not be included in the national team of Bangladesh) 



a suitable classification technique (Logistic regression, Naive 

Bayes, Maxent, SVM, etc.), classification [14]. 
 

III. RESEARCH METHODOLOGY 

Every proposed work model has some sequential process, so 

that this work would be more organized. In this work, we 

showed how our models work step by step. 

 

 
Fig. 1. Overall Work Procedure. 

 
A. Data Collection 

Data is the primary goal of a proposed work. Because without 

data we cannot start work on a specific topic. A dataset is a 

collection of some values of a specific topic. We collected our 

dataset values from some sports related Facebook pages. In 

this page people share their opinions on various sports. We 

collected football, cricket, hockey and badminton related 

Bengali comments. We collected almost 4061 data for 

different Facebook pages. This dataset consists of five 

categories: neutral, happy, sad, positive and negative. Here 

933 neutral, 788 happy, 732 sad, 753 positive and 855 

negative data. Our own build dataset consists of three different 

columns, one is comments, then tag and the last one is 

category. 

 

Fig. 2. Amount of category wise dataset. 

 

Fig. 3. Percentage of dataset. 

 
B. Data Preprocessing 

Data preprocessing techniques are the most valuable part of a 

dataset. We know that dataset is not appropriate at all because 

every dataset has some missing, noisy, errors values. 

Preprocessing techniques is the process to fix this type of 

errors, missing or noisy data. After all, we use the stop word 

removal techniques to remove sentences stop word [15]. Some 

sentences are incomplete, we complete those sentences using a 

manual validation process. We use the tokenization process to 

divide a sentence into a token.  

 

 
 

 

Fig. 4. Preprocessing techniques. 

C. Tokenization 

Tokenization is one of the initial steps of NLP. It means 

dividing a raw sentence into small tokens or chunks of words 

[16]. When a sentence is split into words it’s called word 

tokenization. 

 

 



Fig. 5. Tokenization Process. 

D. Convolutional Neural Networks (CNN) 

CNNs seem to be multi - layer perceptron’s that are capable of 

identifying characteristics from text data and other 

complicated characteristics from data. The main part of CNN 

is the convolution layer and the pooling layer. Recently, CNN 

highlighted the impact of the uprising on the taxonomy of the 

NLP field. For our model, we firstly use the embedding layer 

with the help of spatial dropout value 0.2 then using the 

convolution one dimensional (Conv1D). Here we use filters 

size 32, kernel size 5 and the activation is relu [17]. After 

adding Conv1D, we used GlobalMaxPooling1D and added a 

layer called dense with activation SoftMax. Then we added an 

optimizer for a well-trained model. Adam optimizer was 

employed to improve the model's accuracy. In the end, we 

trained our CNN model using 256 batches and 25 epochs. 

 

 

Fig. 6. Architecture of CNN Model. 

E. Long Short-Term Memory (LSTM) 

LSTM refers to the analogy that standard RNNs have both 

"long-term" and "short-term" memory. The weights and biases 

of connections within the community are extruded to match 

the training episode. This is analogous to how physiological 

changes in synaptic strength store long-term memory. 

Activation patterns in the network are extruded to match the 

time steps. This is similar to how momentary changes in 

motorized firing patterns store short-term memory in the brain. 

The LSTM architecture aims to provide short-term memory, 

hence "long-short-term memory", for RNNs that can take 

thousands of time-steps. 

 

Fig. 7. Architecture of LSTM Model. 

F. Bidirectional Long Short-Term Memory (BiLSTM) 

A recurrent neural network called Bidirectional LSTM 

(BiLSTM) is mostly utilized for processing natural language. 

In contrast to conventional LSTMs, inputs flow in both 

directions, and data from both sides can be utilized. 

Additionally, it is an effective tool for simulating word and 

phrase dependencies in both directions of the sequence. There 

are two LSTMs in it. One accepts input going forward, and the 

other accepts input going backward [20]. By using BiLSTM, 

the network's access to information is effectively increased, 

and algorithms have better context (for example, knowing 

which words immediately follow and precede the words in a 

sentence). The outputs from the two LSTM layers are then 

combined in a variety of methods, including average, sum, 

multiplication, and concatenation [21]. 

 
 

Fig. 8. Architecture of BiLSTM Model. 

G. Parameter Tuning of Models 

Parameter tuning means how much the model’s batch size, 

epoch size and maximum length.  

 

Fig. 9. Graphical representation of Parameter Tuning. 

IV. RESULTS AND DISCUSSION 

Accuracy -An indicator of the model's performance across all 

classes is accuracy. It is helpful when all classes are equally 

significant. Accuracy is one of the metrics that is most 

frequently utilized when performing classification [23].  It is 

expressed as the ratio of correctly classified –  

 

Accuracy =                                             (1) 

 

TABLE II.  MODELS ACCURACY 

Algorithms Accuracy (Validation) Accuracy (Train) 

CNN 94.57% 82.20% 

LSTM 90.58% 77.47% 

BiLSTM 88.77% 77.25% 



 
CNN                                                    LSTM 

 
BiLSTM 

Fig. 10. Training and Validation Accuracy graph of CNN, LSTM and 

BiLSTM Model. 

TABLE III.  MODELS LOSS 

Algorithms Loss (Validation) Loss (Train) 

CNN 53.38% 72.04% 

LSTM 37.37% 62.49% 

BILSTM 43.07% 62.19% 

 

 
CNN                                              LSTM 

 
BiLSTM 

Fig. 11. Training and Validation Loss graph of CNN, LSTM and BiLSTM 

Model. 

The accuracy is calculated as the ratio of Positive samples that 

were correctly classified to all samples that were classified as 

Positive (True or False). The denominator will rise and the 

precision will fall if the model makes many false positive 

classifications or few true positive classifications. The 

precision evaluates how accurately the model categorizes 

positive samples. 

 

Precision =      100%                                       (2) 

 

Recall the classification of positive samples. The percentage 

of positive samples that were correctly identified as positive to 

all positive samples is used to calculate recall. The model's 

capacity to identify positive samples is measured by recall. 

More positive samples are found the higher the recall. 

 

Recall =      100%                                                (3) 

 
The F1 score, which is the harmonic mean of precision and 

recall, provides insight into the relationship between these two 

measurements. When recall and precision are equal, it is 

maximized. But there are dangers in this. F1 score 

interpretability is poor. That implies that we are unsure of the 

classifier's preference for precision or recall. As a result, it can 

be used with other evaluation measures to provide a fuller 

view of the outcomes. In reality, trying to increase model 

precision reduces recall, and the opposite is also true. Both 

trends are represented by a single value in the F1-score. 

 

F1-Score =      100%                          (4)  

 

Below we have shown the precision, recall and f1 score result 

of our model. 

TABLE IV.  PRECISION, RECALL AND F1 SCORE RESULT 

Algorithms Categories Precision 

(%) 

Recall 

(%) 

F1 Score 

(%) 

 

 

 

 

CNN 

Neutral 0.96 0.90 0.93 

Happy 0.93 0.93 0.93 

Sad 0.94 0.96 0.95 

Positive 0.97 0.95 0.96 

Negative 0.94 0.99 0.96 

 

 

 

 

LSTM 

Neutral 0.80 0.91 0.85 

Happy 0.90 0.95 0.92 

Sad 0.93 0.90 0.92 

Positive 0.93 0.91 0.92 

Negative 0.95 0.85 0.90 

 Neutral 0.81 0.93 0.87 



 

 

BiLSTM 

Happy 0.98 0.87 0.92 

Sad 0.91 0.88 0.90 

Positive 0.92 0.85 0.88 

Negative 0.80 0.93 0.86 

 

Here below we demonstrated the macro and weighted 

classification result of models. 

TABLE V.  MACRO AND WEIGHTED AVERAGE RESULT 

Algorithms Macro/Weight

ed Average 

Precision 

(%) 

Recall 

(%) 

F1 Score 

(%) 

 

CNN 

Macro 

Average 

0.95 0.94 0.95 

Weighted 

Average 

0.95 0.95 0.95 

 

LSTM 

Macro 

Average 

0.90 0.90 0.90 

Weighted 

Average 

0.91 0.91 0.91 

 

BiLSTM 

Macro 

Average 

0.89 0.89 0.89 

Weighted 

Average 

0.89 0.89 0.89 

 

A classification algorithm's effectiveness can be determined 

using a confusion matrix. It displays both actual values and 

counts of divined values. The "TN" output stands for True 

Negative and reflects the number of perfectly negative 

samples [24]. Additionally, "TP" stands for True Positive and 

denotes the quantity of positively classified samples that are 

true. The terms "FP" and "FN" stand for false positive and 

false negative values, respectively, and refer to the number of 

real negative samples that were mistakenly categorized as 

positive samples. 

 

 
CNN 

 

 
LSTM 

 
BiLSTM 

Fig. 12. Confusion Matrix of our models. 

Sensitivity: Take sentiment analysis on Bengali sports 

comments as an example. Sensitivity describes how well a test 

can identify different remark types, such as happy, sad, 

neutral, negative and positive [25]. The sensitivity of the test 

is the percentage of comments in which categories, and it is 

used to detect a condition.  

Specificity: The test's ability to be neutrally uncategorized is 

related to its specificity. A test's specificity is determined by 

how many people are actually negative for the illness [26]. 

 

 

Fig. 13.  Sensitivity and Specificity result of our model. 

This table represents the confusion measure matrix of three 

models. 

TABLE VI.   CONFUSION MEASURE MATRIX RESULT 

Models FPR FNR NPV FDR MAE MSE RMSE 

CNN 0.029 0.02

2 

0.98

6 

0.04

7 

0.155 0.047 0.218 



LSTM 0.018 0.04
1 

0.97
4 

0.02
9 

0.101 0.035 0.187 

BiLSTM 0.002 0.04
5 

0.96
8 

0.00
3 

0.111 0.417 0.204 

 

We examined the three models' accuracy in figure 14. In this 

instance, the CNN model had the highest accuracy (94.57%). 

 

 

Fig. 14. Accuracy comparing of three models. 

The effectiveness of a model is determined by how closely the 

projected and observed results correlate. The following table 

shows the accuracy of our model's forecasts for the inputs. 

TABLE VII.  PREDICTED TESTING OUTCOME 

Models Sentence Actual 

Class 

Predicted 

Class 

 

 

 

 

CNN 

কক্সবাজার জজলা দল 

চ্যাম্পিয়ন হবব সারা 

বাাংলাবদবে 

 

Neutral 

 

Neutral 

ভাল সবাই মরন নাং ওয়াক 

করতাবে 

Happy Happy 

সব যায়গায় আবাহনী সরুবধা 

পায় 

Sad Sad 

রনবজর জদবের একটা খা াঁটট 

ফুটবলার জনই 

Positive Positive 

ওনাবক বাাংলাবদবের জাতীয় 

দবল জনওয়া উরচ্ত নাহ 

Negative Negative 

 

 

 

 

LSTM 

কক্সবাজার জজলা দল 

চ্যাম্পিয়ন হবব সারা 

বাাংলাবদবে 

 

Neutral 

 

Neutral 

ভাল সবাই মরন নাং ওয়াক 

করতাবে 

Happy Happy 

সব যায়গায় আবাহনী সরুবধা 

পায় 

Sad Sad 

রনবজর জদবের একটা খা াঁটট 

ফুটবলার জনই 

Positive Positive 

ওনাবক বাাংলাবদবের জাতীয় 

দবল জনওয়া উরচ্ত নাহ 

Negative Negative 

 

 

 

 

 

BiLST

M 

কক্সবাজার জজলা দল 

চ্যাম্পিয়ন হবব সারা 

বাাংলাবদবে 

 

Neutral 

 

Positive 

ভাল সবাই মরন নাং ওয়াক 

করতাবে 

Happy Happy 

সব যায়গায় আবাহনী সরুবধা 

পায় 

Sad Sad 

রনবজর জদবের একটা খা াঁটট 

ফুটবলার জনই 

Positive Positive 

ওনাবক বাাংলাবদবের জাতীয় 

দবল জনওয়া উরচ্ত নাহ 

Negative Negative 

 

V. CONCLUSION AND FUTURE WORK 

In this study, we mainly worked on Bengali people’s 

comments of various sports, like cricket, football, hockey, 

badminton etc. In this analysis, we use different models to 

extract sentence sentiment. There are a lot of sports that exist 

in Bangladesh. And Bangladeshi people love that. When a 

player plays badly then some of the fans are bullying this 

player. We collect this type of bullying or others comments 

and classify them by manual. Three well-known deep learning 

models—CNN, LSTM, and BiLSTM are employed. A total of 

4061 data points were gathered and divided into five 

categories. The CNN model's accuracy in these three models 

is 94.57%, which is higher than the accuracy of the other two 

models. 

For further work, we can use more data to get better accuracy 

and also use some other deep learning algorithms or hybrid 

algorithms for better work. Further We will do this work by 

comparing various models, like ML and DL. 
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