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Abstract— The difficulty of handwritten character 

identification varies by language, owing to differences in 

shapes, lines, numbers, and size of characters. There are 

several studies for the identification of handwritten characters 

accessible for English in comparison with other significant 

languages like Bangla. In their recognition procedures, existing 

technologies use multiple techniques such as classification tools 

and feature extraction. CNN has recently been shown to be 

proficient in handwritten character recognition in English. A 

Handwritten Bangla character identification system based on 

CNN has been examined in this research. Using CNN, the 

suggested approach for feature, labelling and normalizing the 

handwritten character of images, as well as categorizing 

different characters. It doesn't use a feature extraction 

approach like previous research in the field. This research used 

almost 4,50,000 unique handwritten characters in a variety of 

styles. The recommended model has been proved to have a 

high recognition accuracy level and outperforms some of the 

most widely used methods already in use. In this research, 

identify the Bangla handwritten character and digits with the 

use of 189 classes consisting of 50 fundamental characters, 119 

compound characters, 10 numerals, and 10 modifiers. The 

accuracy rate of basic characters is 84.62%, numerals 94%, 

modifiers 96.46%, compound characters 77.60% using created 

new model. 

Keywords—Bangla Handwritten, Convolutional Neural 

Network, Recognition, Vast Dataset, and Classes. 

I. INTRODUCTION  

The world's population has extended to 7 billion across 
195 countries. Almost every country has its own language 
and alphabet. Recognition of characters and alphabets is a 
broad area of research. Presently, recognition of characters 
has been accorded massive attention in interim printed forms 
and handwritten. Printed forms are easier than handwritten 
text recognition because different types of people have 
different types of handwriting. Bangla language holds the 5th 
rank in the world's spoken languages and is the mother 
tongue of Bangladesh. More than 200M people exert Bangla 

for speaking along with writing purposes. UNESCO declared 
February 21st as Mother Language Day Internationally to 
honour the martyrs who fought for their mother tongue in 
1952 Bangladesh. Therefore, now is the right time to 
computerize the Bengali language. The Bangla language has 
50 characters, including digits, vowel modifiers, and many 
compound letters. There are some similar shapes of 
characters and compound letters in the Bangla alphabet. 
That’s why achieving a better result is so difficult. The 
handwriting recognition system consists of two main steps: 
extracting features from a dataset and classifying individual 
characters using learning tools. Convolutional Neural 
Networks (CNN) have grown popular in recent years for 
complicated visual identification because of their 
architecture and several research studies on utilizing deep 
CNN to detect handwritten numbers [1], characters [2] [3], 
and other complex optical recognition. Because of its unique 
characteristics, CNN has been deemed effective in 
recognizing handwritten characters. 

II. RELATED WORK 

Many previous experiments for handwritten character 

identification in a different language, such as Hindi and 

English, have had significant success. A few studies on the 

handwritten fundamental digit, character, and compound 

character recognition in Bangla are available. Some 

literature on the identification of Bangla characters has been 

published in recent years. Addressing various kinds of 

research papers in the section of the literature review. Some 

of them use machine learning approaches like SVM 

classifier, and gradient feature and those use deep learning 

approaches like CNN with less amount dataset. Also, it is 

observed that most of the work is done separately and used a 

pre-trained model. Hence, it motivates us to work on a 

CNN-based handwritten recognition system that uses basic 

characters, compounds, modifiers, and digits combined in a 

paper and focused on creating a new model, using a vast 

amount of datasets by combining two separate datasets. 



In recent years, some literature has documented the 

recognition of Bangla characters as " Using SVM classifier 

and MLP Basic Bangla and Compound handwritten 

character recognition [4]." The recommended models 

worked with their own datasets, which consisted of 250 

participants, and achieved the recognition rates of MLP and 

SVM of around 79.25% and 80.51%, respectively. The 

study of Md. Mahbubar Rahman et al. [5], worked on 

Bangla’s 50 isolated characters, normalizing the dataset and 

using the CNN approach for classification. The dataset 

consisted of 20,000 samples only, resized samples of each 

character in the 28X28 dimension. The founding rate of 

recognition is 85.96%. In [6], the authors mainly discussed 

the BanglaLekha-Isolated dataset consisting of over 

2,00,000 data which was expanded by data augmentation. 

After preprocessing, the selected data was 1,66,105, 

consisting of 50 characters, ten digits, and 24 compound 

letters. After implementing the CNN, the model achieved an 

accuracy of 95.25%. But the paper focused on only 50 

characters. However, using digits and compound letters 

would have been more appreciable. In another study [7], the 

researchers proposed and evaluated a CNN-based 

handwritten character recognition technique on the 

BanglaLekha-Isolated database. The accuracy rate of 

numerals is 98.66%, vowels 94.99%, compound letters (20 

classes) 91.60%, alphabets 91.23%, and the accuracy rate of 

Bengali characters is around 80 classes, 89.93%. However, 

adding more classes would have given more accuracy. In 

[8], the authors focused on BBCNet-15 for recognizing 

handwritten characters, and it's the pre-trained model of 

DCNN (Deep Convolutional Neural Network). Using the 

dataset of this scheme CMATERdb 3.1.2. Rate of the 

accuracy based on Bangla basic 50 characters is 96.40%. 

However, the numerals and compound letters will be 

attached to it. 

 

 In [9], the researchers used a 9-layer sequential CNN 

model which is used to detect 60 Bangla handwritten 

characters, 17,645 Numerals data of 10 digits, 83,458 data 

of 50 basic characters are collected from the BanglaLekha-

Isolated dataset for the training validation, and used as their 

own dataset for a test set where 25 students participate. The 

result of the existing dataset is 99.44%, and the test set is 

95.16%, which is prepared. In another study [2], the authors 

introduced the CNN model for identifying Handwriting 

Letters, including 50 fundamental Bangla characters. 

Experiments were conducted using three datasets: 

BanglaLekha-Isolated, ISI dataset, and CMATERdb. Using 

the BornoNet model, validation accuracy of CMATERdb is 

98%, ISI dataset 96.81%, BanglaLekha-Isolated dataset 

95.71%, and combined dataset 96.40%. In [3], in this 

research, the researcher described the EkushNet diagram to 

identify Bangla handwritten fifty primary characters, ten 

modifiers, ten digits, and fifty-two compound characters 

used mostly. For validation and cross-validate Ekush dataset 

and CMATERdb dataset were used, respectively. The 

accuracy for the Ekush dataset is 97.73% and 95.01% for 

the CMATERdb dataset. However, the result would have 

been better if more prominent architecture could have been 

used. The study of Tandra Rani Das et al. [10], developed an 

extended CNN model to identify Bangla handwritten 

characters. The model has experimented with the “Bangla 

Lekha-Isolated” dataset consisting of 10 numerals, 39 

consonants, and 11 vowels. The accuracy of Bangla 

numerals is 99.50%, vowels 93.18%, consonants 90.00%, 

and combined classes 92.25%. However, using more classes 

and compound letters would have been great. In another 

study [11], authors came up with a Handwritten system that 

used both CNN and BiLSTM (Bidirectional long short-term 

memory). The feature was tested on the CMATERdb 3.1.3.3 

dataset consisting of 171 classes. The accuracy of the model 

is 98.50%. The model was only tested with compound 

letters. However, adding digits, simple characters, and 

modifiers would have been more promising. In a study [18], 

using CNN and VGG-16 models the authors got 93.07%. In 

[19], the authors used the CNN approach in three different 

datasets and achieved 87%, 89.6%, and 83.1% from 

CMATERdb, BanglaLekha-Isolated, and Ekush 

respectively. In another study [20], authors used machine 

learning techniques and the method SVM as well as got 

91% accuracy on average. 

 

 
Table 1. Some exclusive reviews of research work 

 

 
 

When going through these exclusive reviews, it is 
observed that most of the work is done by basic characters, 
compounds, modifiers, and digits separately, using a pre-
trained model, and a low quantity of data and classes. Hence, 
it motivates,  

 To work on a CNN-based handwritten 
recognition system using basic characters, 
compounds, modifiers, and digits combined in a 
paper. 

  To use customized models. 

 To work with huge data samples of around 
450000, under 189 classes. 

 

III. METHODOLOGY 

To develop the study firstly collect huge data from two 
different datasets. After that, pre-process the dataset to 
reduce noise and invert all the images. Then resize all the 
images in 60X60 pixels and complete this section applied it 
to feature extraction. Lastly, to do the labelling of the classes 
according to features. Here applied the CNN approach with 
created model. 

Author’s Name Used Algorithm Accuracy Year 

Md. Mahbubar 

Rahman et al.[5] 

CNN  (50 classes) 85.96% 2015 

Rumman Rashid 

Chowdhury et al.[6] 

CNN (84 classes) 95.25% 2019 

Bishwajit 
Purkayastha et al.[7] 

CNN (80 classes) 89.93% 2017 

Chandrika Saha et 

al.[8] 

CNN (50 classes) 96.40% 2019 

Tandra Rani Das et 

al.[10] 

CNN (60 classes) 92.25% 2021 



A.  Proposed Methodology 

 
Fig.1.  Proposed methodology flow diagram. 

B.  Collection of Data 

For the purpose of this study, there were two types of 

datasets utilized in this study, called the "EkushNet"[12] and 

"BanglaLekha Isolated Dataset"[13]. After combining 

datasets, 50 characters consisting of 11 vowels and 39 

consonants shown in (eg, Fig.2) and (eg, Fig.3), ten 

numerals shown in (eg, Fig.4), ten modifiers shown in (eg, 

Fig.6), and 119 compound letters shown in (eg, Fig.5) were 

collected, modified, and preprocessed. Hence, the total 

number of data samples is around 450000, down from 

500000, which is under 189 classes. The Ekush dataset’s 

image resolutions are different because of character size and 

diverse people's writing styles, the dataset comprises a wide 

range of unique characters. Several of these character 

representations are shaped in a highly complicated way and 

are tightly connected. Bangla’s writing starts from left to 

right. The majority of Bangla characters feature an aclinic 

line in the top section, as can be seen. This line is known as 

Matra/Shirorekh[2] When a consonant or else vowel after a 

consonant has a compound ortho-graphic form, it is called a 

compound character[2]. Compound characters may be made 

up of two consonants or a consonant and a vowel. Bangla 

allows for the compounding of multi-characters. In Bangla, 

the number of compound characters is 200. This study looks 

at recognizing such complex-shaped compound characters, 

using 119 prominent Bangla compound characters as 

examples. 

 

 
Fig.2.  Bangla basic vowel characters 

 

 

 

 
Fig.3.  Bangla basic consonant characters 

s 

 

Fig.4.  Bangla numerals 
 

 
Fig.5.  Bangla compound characters 

 

 

Fig.6.  Bangla vowel modifiers 

C.  Pre-processing of Dataset 

 

Preprocessing transforms random pictures into a 

consistent shape or form that may be fed into classifiers. In 

deep learning, data preparation plays a vital role. Data is 

ubiquitous, but the issue is that it isn't processed. The 

proposed model uses "BanglaLekha Isolated Dataset" and 

"EkushNet". The character image of the EkushNet dataset is 

black, and the backdrop is white. First of all, the character of 

all images is switched to white, and the backdrop is 

switched to black (Fig.7), representing that the black pixels 

are 0, and the white pixels are 255. Both dataset images’ 

size, height, and widthwise are not the same. As a result, the 

datasets were resized to 60 x 60 pixels (Fig.8). 
 

 
 
Fig.7.  Inverted image 
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 Fig.8.  Resize Image 

 

D.  Feature & Label Extraction 

 

The entire data set has been feature extracted after 

resizing. Here no specific algorithm is used for feature 

extraction. Then, according to feature extraction, find the 

image’s label. After that, all features and labels are stored 

in  .npy file. 

E.  CNN Architecture 

 To classify Bangla handwritten character identification 

were used the CNN approach with multilayer in this 

proposed method. Convolution, Max pooling layer, fully 

connected dense layer, and regularization techniques such as 

batch normalization [14] and dropout [15] were employed in 

this model. 
 

A softmax layer is the ultimate output layer. 

 

             (1) 

 

The output layer provides a distribution of probabilities 

across a predetermined set of categories. the network 

recommends the category which has the most significant 

probability. The first convolutional layer collects 

information from the picture directly, allowing them to be 

utilized in a subsequent discrimination task. this layer 

searches the picture for receptive fields. The characteristics 

would be included in these fields. The characteristics are 

then transmitted to the relu activation mechanism after 

scanning for receptive fields. 

 

               (2) 
 

 
 

a) Architecture for Character 
 

This proposed method firstly used the Convolution 

2D layer using a 32 filter size where kernel volume is 3x3 

and the layer used the 'relu'() activation with the same 

padding. Then those layers are connected with a max-

pooling layer. After that, for regularization, 20% dropout 

layers were used. Then the output of the previous layer goes 

through another Convolution 2D layer using a 64 filter size 

with a 3x3 kernel size, where the activation is 'relu,' linked 

to a maximum-pooling layer with a 20% dropout rate. Layer 

7, the final convolution 2D layer, takes input from the last 

layer.  

It has 128 filters using 3x3 kernel volume, where 

activation is 'relu,' linked to a maximum-pooling layer with 

a 20% dropout rate. Then, after these nine procedures, the 

result is flattened within an array and routed through a fully 

connected dense layer of 128 filters, and for regularization, 

20% dropout was used. Using the Softmax() activation, the 

preceding layer's output will be connected in a fully-

connected dense layer with 50 nodes, which will be the 

model's final layer. 
 

 
 
Fig. 9.  Architecture of character 

 

 

b)  Architecture for Digit 
 

Initially, this method used the Convolution 2D 

layer using 16 filter size where kernel volume is 3x3 and the 

layer used the 'relu'() activation with the same padding. 

Then those layers are connected with a max-pooling layer. 

After that, for regularization 20% dropout layers were used. 

Then the output of the previous layer goes through another 

Convolution 2D layer using 32 filter size with a 3x3 kernel 

volume, where the activation is 'relu,' linked to a maximum-

pooling layer with a 20% dropout rate. Layer 7, the final 

convolution 2D layer, takes input from the last layer.  

 

It has 64 filters using 3x3 kernel volume, where 

activation is 'relu,' linked to a maximum-pooling layer with 

a 20% dropout rate. Then, after these nine procedures, the 

result is flattened within an array and routed through a fully 

connected dense layer of 16 filters, and for regularization, 

20% dropout was used. Then the output of the previous 

layer went in a second fully connected dense layer of 32 

filters. Using the Softmax() activation, the preceding layer's 

output will be connected in a fully-connected dense layer 

with 10 nodes, which will be the model's final layer. 



 

 

 

 

 
 

 

Fig.10.  Architecture of digit 
 

 

 

c) Architecture for Modifier 

 

Our proposed method firstly used the Convolution 

2D layer using 16 filter size where kernel volume is 3x3 and 

the layer used the 'relu'() activation with the same padding. 

Then those layers are connected with a max-pooling layer. 

After that, for regularization, 20% dropout layers were used. 

Then the output of the previous layer goes through another 

Convolution 2D layer using 32 filter size with a 3x3 kernel 

volume, where the activation is 'relu,' linked to a maximum-

pooling layer with a 20% dropout rate. Layer 7, the final 

convolution 2D layer, takes input from the last layer.  

 

It has filters of 64 using 3x3 kernel volume, where 

the activation is 'relu,' linked to a maximum-pooling layer 

with a 20% dropout rate. Then, after these nine procedures, 

the result is flattened within an array and routed through a 

fully connected dense layer of 16 filters, and for 

regularization, 20% dropout was used. Using the Softmax() 

activation, the preceding layer's output will be connected in 

a fully-connected dense layer with 10 nodes, which will be 

the model's final layer. 

 

 

 

 

 

 

 
 

Fig.11.  Architecture of modifier 

 

 

 

d) Architecture for Compound Character 

 

This proposed method firstly used the Convolution 

2D layer using 16 filter size where kernel volume is 3x3 and 

the layer used the 'relu'() activation with the same padding. 

Then those layers are connected with a max-pooling layer. 

After that, for regularization, 20% dropout layers were used 

then the output of the previous layer goes through another 

Convolution 2D layer using 32 filter size with a 3x3 kernel 

volume, where the activation is 'relu,' linked to a maximum-

pooling layer with a 20% dropout rate. Layer 7, the final 

convolution 2D layer, takes input from the last layer. 

 

 It has filters of 64 using 3x3 kernel volume, where 

the activation is 'relu,' linked to a maximum-pooling layer 

with a 20% dropout rate. Then, after these nine procedures, 

the result is flattened within an array and routed through a 

fully connected dense layer of 64 filters, and for 

regularization, 20% dropout was used. Using the Softmax() 

activation, the preceding layer's output will be connected in 

a fully-connected dense layer with 119 nodes, which will be 

the model's final layer. 

 



 
Fig.12.  Architecture of compound character 
 

E.   Optimizer 

 

CNN techniques benefit from optimization algorithms 

since they help to reduce error. The Adam optimizer [16] 

was applied in the proposed model. In the training phase, the 

Adam optimization strategy may be employed to repeatedly 

adjust network weights. Adam is a more advanced variant of 

the stochastic gradient descent algorithm. It is commonly 

utilized in deep learning-based research because of its 

superior performance. 

 

                   (3) 

 

For implementing the categorical cross-entropy function to 

determine the error for the optimization procedure. 

According to the latest studies, cross-entropy outperforms 

other functions such as mean squared error [17] and 

classification error. 

 

              (4) 

 
 

IV. RESULTS & DISCUSSION 

On the dataset, the proposed model was trained and 

verified. And provide positive outcomes on a train, test, and 

validation set. 

A.  Test,Train and Validation Split 

 

Test, train, and validation splits were developed to 

measure the model's achievement. All features and labels 

have been linked together. The character dataset has 101368 

data images and this dataset is split into four parts each part 

has contained 25342 characters, this proposed method 

applied 75% of data for training purposes and 25% of data 

for test purposes. Same as the character dataset, the digit 

dataset has 19697 data images. The dataset is split into two 

parts and each part contains 9848 digits; which means 50% 

of image data. And applied 50% of the data for the train and 

50% for the test. The modifier dataset has 30550 data 

images. Like other datasets, the dataset is split into two parts 

and each part contains 15275 modifier images which mean 

50% of the data. And here the model applied 50% data for 

the train and 50% for the test. The compound character 

dataset has 303888 data images and this dataset is split into 

eight parts each part contains 37986 characters, in this 

proposed method applied 265902 images, which means 

87.5% for training purposes and 12.5% of data for testing 

purposes. A summary of these train, test and validation 

splits is shown in (eg, Table 2). 

 
Table 2. Split the dataset 

 

B. Model Performance 

 

In the single-character model was used 40 epochs. After 

that, got a training result of 95.71% and the test result of 

84.62%. Then for numerals, 50 epochs were used. The 

training result of 92.77% and the test result of 94.00%. After 

40 epochs modifiers got the training result of 95.46% and 

the test result of 96.46%. Finally, for the compound letters, 

epoch 30 was used and also got the training result of 74.98% 

and the test result of 77.60%. 

 
 

Table 3. Train accuracy of models 

 

 

 

In above Table 3 shows the training loss, train 

accuracy, and how many class are used for single characters, 

modifiers, numerals, and compound letters. 

Type Data Train% Test% 

Single characters 101368 75% 25% 

Numerals 19697 50% 50% 

Modifiers 30550 50% 50% 

Compound letters 303888 87.5% 12.5% 

TYPE CLASS TRAIN 

ACCURACY 

TRAIN LOSS 

Single characters 50 95.71% 0.1251 

Numerals 10 92.77% 0.2207 

Modifiers 10 95.46% 0.1299 

Compound 

letters 

119 74.98% 0.8208 



 
 
 
Fig.13.  Performance analysis on Train Accuracy 

 

 

Above Fig.13 represent the training accuracy and 

how many classes are used for single characters, modifiers, 

numerals, and compound letters. 

 
 

Table 4. Test accuracy of  models 

 

 
TYPE CLASS TEST 

ACCURACY 

TEST LOSS 

Single characters 50 84.62% 0.7554 

Numerals 10 94% 0.2094 

Modifiers 10 96.46% 0.1482 

Compound 

letters 

119 77.60% 0.7967 

 

 

Table 4 shows the test loss, test accuracy, and how 

many class are used for single characters, modifiers, 

numerals, and compound letters. 

 

 
 
 

Fig.14.  Performance analysis on Test Accuracy  

 

Fig.14 represent the test accuracy and how many 

classes are used for single characters, modifiers, numerals, 

and compound letters. 

 
 

Table 5. Validation accuracy of models 

 

 

 

Table 5 shows the validation loss, validation 

accuracy, and how many class are used for single characters, 

modifiers, numerals, and compound letters. 

 

TYPE CLASS VALIDATION    

ACCURACY 

VALIDATION 

LOSS 

Single 

characters 

50 85.34% 0.7248 

Numerals 10 96.24% 0.1355 

Modifiers 10 96.27% 0.1406 

Compound 

letters 

119 77.55% 0.7825 



 
 

Fig.15.  Performance analysis Validation accuracy  

 

Fig.15 represent the validation accuracy and how 

many classes are used for single characters, modifiers, 

numerals, and compound letters. 

 

V. CONCLUSION & FUTURE WORK 

This research aims to see how well CNN can 

classify Bangla handwritten characters, compound letters, 

digits, and up/lower signs. A convolutional neural network 

(CNN) can identify optical patterns directly away from pixel 

images with minimum preparation. As a result, the paper 

examines a CNN structure for handwritten pattern 

classification with only the raw feature. It also showed that 

utilizing a larger quantity of data with variance might aid the 

model's learning of the classes' attributes or qualities. The 

accuracy of the proposed work is excellent because it is 

done with the created model. In the future, utilize more deep 

layers or pre-trained models. 
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