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Abstract—Travel insurance covers the expenses and losses 

related to travelling which is helpful security for travelers 

domestically or abroad. The goal of the study is to see whether 

a consumer is interested in buying travel insurance or not based 

on their information of age, employment type, graduation 

information, annual income, family size, the existence of chronic 

diseases, frequent fly or not and ever travel or not which are 

considered as independent variables. The dataset is collected 

from an internet website named, Kaggle where some traveler’s 

information is gathered through a survey of a tourist group. 

There were 3980 rows of data (Number of Travelers) available, 

with 9 columns. 10 different types of classification algorithms 

named logistic regression, KNearest Neighbors (KNN), 

Gaussian Naive Bayes (Gaussian Naive Bayes), Multinomial 

Naive Bayes (MNB), Decision Tree Classifier (DT), Random 

Forest (RF), Support Vector Clustering (SVC), eXtreme 

Gradient Boosting (XGBoost), Stochastic Gradient Descent 

(SGD) and Gradient Boosting Classifier (GBC) are performed 

to select a model with the best accuracy. Among all the 

algorithms Random Forest, Decision Tree Classifier, and 

Stochastic Gradient Descent provide the highest accuracy of 

88% in predicting whether a consumer would decide to 

purchase travel insurance or not. The suggested model would be 

a better choice for insurance companies to make decisions on 

how to target their desired person and save money with the best 

profit. 

Keywords—Insurance Prediction, Traveler’s Behavior, Travel 

Insurance, Purchase Insurance, Machine Learning. 

I. INTRODUCTION

Insurance is a highly competitive industry. Insurance 
firms compete for customers by offering a comprehensive 
travel insurance package and favorable contract terms. 
Currently, insurance companies are implementing 
operations aimed at generating trust, building a brand, and 
providing value - added services, that entails paying more 
emphasis to the service's "packaging" than that of the 
service itself. Insurance services are "packaged" in a 
variety of ways. This comprises the employees, the 
design of the outlets, the range of services, the agility of 
customer service, innovations (Internet, call centers), 
and the reputation of the insurance company or 
insurance package customized for the consumer. Knowledge 
of not only marketing strategies, but also client 
preferences and incentives for purchasing services such as 
insurance and travel insurance is crucial for insurance 
companies. 

Tourism has grown to become one of the most vital areas 
of the world economy [1]. Tourism is one of the largest and 
fastest growing sectors in the world [2], [3]. As a worldwide 
phenomenon, it is a vital part of the service industry and has a 
significant effect on the economy [4], [5], [6]. Tourism is a 
major driver of the country's socio-economic growth. The 
tourism business depends on the decision of tourists to travel 
to conserve or improve its current condition. Numerous travel 
insurance policies can influence tourists' travel decisions, 
boosting the country's economic growth. A comprehensive 
travel insurance coverage is meant to cover risks and financial 
losses that may occur while you are travelling, whether within 
the country or abroad, such as medical expenditures, lost 
luggage, or trip cancellation costs. Individual clients, as well 
as service companies and middlemen, can get travel insurance 
from insurance companies. Thus, it is critical to comprehend 
and possess sufficient knowledge regarding the factors that 
influence the travel insurance purchasing behavior of 
customers. Using Machine Learning Model this study aims to 
see whether a consumer is interested in buying travel 
insurance or not based on their demographic information. 

The rest of the paper is organized in a logical manner. The 
second section demonstrates a literature review. Section III 
introduces the work’s methodology and materials. The results 
and discussions are shown in this section IV. Finally, Section 
V brings this research study to a conclusion. 

II. LITERATURE REVIEW

Insurance is basically a means of spreading personal risk 
by giving protection against the possibility of an occurrence. 
Travel insurance is a sort of insurance coverage that is 
designed to cover many types of travelers, including those 
travelling for business or visiting family, as well as students, 
throughout their domestic and international travels [7]. 
External elements that customers experience (marketing and 
environment), according to Kotler [8], trigger consumer 
purchase decisions. 

According to the findings of Wang et al. [9] 2019, people 
prioritize insurance benefits, such as insurance content and 
coverage value, when acquiring international travel insurance. 
Travel insurance is available from several insurers. Health 
insurance (KL) covers doctor visits and hospital stays. This 
insurance can cover chronic conditions. Personal liability 
insurance (OC) protects against claims made against the 
policy bearer. Sports gear or luggage insurance (BG). 
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Insurance for unlucky accidents (NNW), insurance for death 
(NWS), insurance for physical injury (NWU), insurance for 
medical first aid (KPPM), and insurance for rehabilitation 
costs (KPPM) (KRH). Insurance for trip cancellation, flight 
cancellation, and hotel cancellation. Insurance buyers can seek 
suitable support or financial reimbursement and transfer their 
risk during travel to the insurance business, thereby 
participating in the purchases of travel insurance to decrease 
their personal expenses and effort in these circumstances. 

Predicted fraud [10] in property insurance based on nine 
machine learning algorithms and analyzed the strength and 
weakness of every machine learning models. They collected 
data from a major Brazilian insurance company from 2009 to 
2018 with different types of data such as: income, contract 
time, number of policies claim etc. Algorithms are Logistic 
Regression, Penalized Logistic Regression, Naive Bayes, 
KNN, Polynomial Kernel SVM, Gaussian Kernel SVM, Deep 
Neural Network, Random Forest, GBM with Evaluation 
parameter are Accuracy, Precision, Recall, F1 Score, Kappa 
(Cohen’s Kappa coefficient), MCC (Matthew’s correlation 
coefficient). Overall, the Random Forest showed the best 
accuracy and the Naive Bayes showed the worse accuracy 
84.56% and 71.16% respectively and a moderate overall 
performance showed by logistic regression comparison with 
other models. Working with a large amount of data with 
method of imbalance classification is the future work of this 
study. 

Analyzed two types of insurance [11] data and predict 
Insurance claim and Claim status based on two case studies 
are health insurance data and travel insurance data. Collecting 
data from Kaggle with a number of 63626 and analyzed with 
eight machine learning supervised algorithms. Used machine 
learning algorithms with some feature selection techniques 
such as Chi-Squared Test, Recursive Feature Elimination, and 
Tree Based Feature Importance. After applying feature 
selection technique, the accuracy increased. Overall, for both 
types of datasets the Random Forest Classifier gave the best 
accuracy among the all algorithms. To find the problem of 
huge data imbalance using resampling of the dataset this the 
future scope of this study. 

Before starting the auction, predicted probable-end price 
of online auction with some machine learning algorithms to 
solve the price prediction problems [12]. Collected data from 
eBay over the 2 months period based on different category 
with 1700 instances. Used different types of machine learning 
algorithm such as Linear Regression, Polynomial Regression, 
CART, Decision Tree, Neural Networks with three way of 
comparison Regression, Multi-Class Classification, Multiple 
Binary Classification tasks. Trained the models with 1300 
instances and also tested with 400 instances. The best 
accuracy was given by Neural Networks 96%. 

Wong et al. [13] study on machine learning actuarial 
science and also review the paper of ratemaking and reserving 
based on almost 120 thesis work. GLM (Generalized Linear 
Model), generalized additive models, random forests, gradient 
boosted machines, support vector machines and neural 
networks are the most common models in the field of actuarial 
science. In terms of time period from 2000 to 2020(August), 
the publication of machine learning increased last two years 
in both Pricing and Reserving. Most of the thesis work of 
different conference/journals is pricing prediction than 
Reserving. Finally, in terms of publication by models, 
Decision Tree gave the best result for structured problems and 

neural networks gave best output for unstructured problems. 
In addition, XGBoost model is the most famous for pricing 
framework and neural networks for reserving framework. 

Predicted claim occurrence non-life (auto) insurance with 
various models of machine learning and compare the 
performance of those model [14]. In result, decrease cost, 
improve business and optimize business strategies in 
insurance business industry. Collected data with 1,488,028 
instances from a Brazilian insurance company named Porto 
Seguro. To get the more accurate prediction result, applied 
various machine learning algorithms such as: Logistic 
Regression, XGBoost, Random Forest, Decision Tree, Naïve 
Bayes, and K-NN with evaluation parameter of Confusion 
Matrix, Kappa Statistics, Sensitivity and Specificity, Precision 
and Recall, F-Measure. The Random Forest gave the best 
accuracy 87% among the algorithms. The comparison of this 
dataset with ML algorithm and Deep learning algorithm is one 
of the future tasks of this thesis work and another is to analysis 
another insurance dataset whether the Random Forest will 
give the best accuracy or not. 

III. PROPOSED METHODOLOGY 

The objective of this study is to create a model that can 
accurately predict whether or not a tourist would purchase 
travel insurance. To achieve our aim, we must go through a 
number of processes, including data collection, data 
preparation, model implementation, and so on. Data training 
is then carried out with the use of algorithms. Furthermore, the 
test data is used to assess the system's performance. The 
study's workflow is depicted in Fig. 1. 

 

Fig. 1. Workflow Diagram. 

A. Dataset 

To create maximum accuracy, the expert system requires 
a massive amount of data. We obtained our data from Kaggle, 
an internet website. The dataset contains some core traveller 
information that was gathered through a survey of a tourist 
group. There were 3980 rows of data (Number of Travellers) 
available, with 9 columns. Table I shows a visualization of the 
data obtained. 
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TABLE I.  DATASET. 

Independent Variable 
Dependent 
Variable 

Class 
Training 
Dataset 

Testing 
Dataset 

Age, 
EmploymentType, 
GraduateOrNot, 
AnnualIncome, 

FamilyMembers, 
ChronicDiseases, 

FrequentFlyer, 
EverTravelledAbroad 

TravelInsurance 

Yes 
(1) 

3179 795 

No 
(0) 

The correlation matrix shows how all variables are 
connected to one another and measures the most frequently 
utilized variable in model feeding. The correlation matrix of 
our working dataset is shown in Fig. 2. 

 

Fig. 2. Coorelation Matrix of our Dataset 

B. Data Preprocessing with Label Encoder 

A data preprocessing or cleaning setup is required in a 
machine learning project. To prepare the dataset for model 
fitting, we check for missing values, nan values, categorical 
values, and a variety of other factors. Most comment classes 
for categorical data and mean values for numerical data are 
used to fill in a missing value. After that, we use a label 
encoder to transform our category data into numerical values 
in a machine-readable format which is present in Table II and 
Table III. 

TABLE II.  SAMPLE RAW DATASET BEFORE PRE-PROCESS. 

AG ET GN AI FM CD FF ETA Class 
31 Govt. Yes 400000 6 1 No No No 

34 Private Yes 500000 4 1 No No Yes 

28 Private Yes 700000 8 1 Yes Yes Yes 

36 Govt. Yes 750000 3 0 Yes No No 

TABLE III.  SAMPLE DATASET AFTER PRE-PROCESS. 

AG ET GN AI FM CD FF ETA Class 
31 0. 1 400000 6 1 0 0 0 

34 1 1 500000 4 1 0 0 1 
28 1 1 700000 8 1 1 1 1 

36 0 1 750000 3 0 1 0 0 

C. Model Feeding 

 There are a variety of machine learning techniques used 
to construct the model that predicts whether a tourist would 
purchase travel insurance. To model feeding, we first split our 
dataset into two halves, with 80% being used for training and 

20% being used for testing. Then we try to cover as many 
classification algorithms as possible, and we're able to apply 
the most common 10 supervised algorithms to our dataset 
successfully. Those algorithms are Logistic Regression (LR) 
[10], KNearest Neighbors (KNN) [11], Gaussian Naive Bayes 
(GNB) [12], Multinomial Naive Bayes (MNB) [13], Decision 
Tree Classifier (DT) [14], Random Forest (RF) [15], Support 
Vector Machine-Clustering (SVC) [16], XGBoost (XGB) 
[17], Stochastic Gradient Descent (SGD) [18], Gradient 
Boosting Classifier (GBC) [19].  

D. Performance Calculation 

To measure the performance of the applied algorithm, we 
are considering accuracy score, confusion matrix (TP, FP, FN, 
TN), precision value, recall and F-1 score for selecting the best 
model for our proposed system and those factors presenting in 
“(1-4)”. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑜𝑡 𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒

𝑇𝑜𝑡𝑎𝑙 𝑁𝑜.  𝑜𝑓 𝑆𝑎𝑚𝑝𝑙𝑒
 (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
            (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
         (3) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  
2 ×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                      (4) 

IV. RESULTS AND DISCUSSIONS 

The final goal of a machine learning project is to see how 
much better the applied model performs. The classification 
algorithm can certainly deliver precise results based on class 
and provide superior accuracy. Based on our 8 independent 
variables models, it seemed as if we were witnessing a 
computer correctly anticipate the precise outcome. We use 10 
different types of classification algorithms to train our data 
and evaluate model performance. We got our accuracy from 
our model as follows: Random Forest, Decision Tree 
Classifier, and Stochastic Gradient Descent provide the 
highest accuracy of 88%, then KNearest Neighbors and 
Gradient Boosting Classifier provide the second highest 
accuracy of 83% and 82%, respectively, and the rest of the 
algorithm shows a satisfactory level of medium and poor 
accuracy. Fig. 3 shows a graphical view of ten applied model 
accuracy. 

 

Fig. 3. Accuracy Graph of Fitted Algorithms 

We can observe that each algorithm has a distinct level of 
accuracy, with three algorithms doing the best, two 
performing as expected, and the other algorithms performing 
moderately and poorly. Then we look at the confusion matrix, 
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which is a statistical categorization. We know that perhaps the 
confusion matrix is also known as the error matrix stated in 
[21], [22], [23], and it displays the four values in Table IV and 
Fig. 4. 

TABLE IV.  CONFUSION MATRIX. 

Algorithms TP FP FN TN 

Logistic Regression 511 0 284 0 

KNearest Neigbours 460 51 92 192 

Gussian Naïve Bayes 459 52 141 143 

Multinomianal Naïve Bayes 345 166 115 169 

Decciosn Tree Classifier 481 30 69 215 

Random Forest 482 29 68 216 

Support Vectore Machine 478 33 147 137 

eXtreme Greadient Boost 486 25 88 196 

Stochastic Greadient Descent 481 30 69 215 

Greadient Boosting Classifier 500 11 122 162 

 

Fig. 4. Confusion Matrices for All Model. 

There are some very further estimates to consider while 
selecting the optimal model for our research. To achieve 
excellent precision, we double-checked precision, recall, and 
F1 score and backing. We've had some fantastic results from 
these calculations. There were classes 0/1 representing the 
traveller pursuing insurance perspective as they purchase or 
not which means “0” is “Not Purchase Travel Insurance ” and 
“1” is used for “Purchase Travel Insurance”. The actual 
classification report for each method and dependent variable 
as our binary class is showing in Table V. 

TABLE V.  CLASSIFICATION REPORT. 

Algorithms Class Precision Recall F1 Score Accuracy 

LR 
0 0.64 1.00 0.78 

0.64 
1 0.00 0.00 0.00 

KNN 
0 0.83 0.90 0.87 

0.82 
1 0.79 0.68 0.73 

GNB 
0 0.77 0.90 0.83 

0.76 
1 0.73 0.50 0.60 

MNB 
0 0.75 0.68 0.71 

0.65 
1 0.50 0.60 0.55 

DT 
0 0.87 0.94 0.91 

0.88 
1 0.88 0.76 0.81 

RF 
0 0.88 0.94 0.91 

0.88 
1 0.88 0.76 0.82 

SVC 
0 0.76 0.94 0.84 

0.77 
1 0.81 0.48 0.60 

XGB 
0 0.85 0.95 0.90 

0.86 
1 0.89 0.69 0.78 

SGD 
0 0.87 0.94 0.91 

0.88 
1 0.88 0.76 0.81 

GBC 
0 0.80 0.98 0.88 

0.83 
1 0.85 0.83 0.82 

Now, A Receiver Operating Characteristic curve (ROC 
curve) is a graph that depicts how well a classification model 
works at various levels of classification. This curve displays 
two parameters: The True Positive Rate (TPR) is a metric for 
determining how often something is true. The number of false 
positives in a given period of time. With Area Under the ROC 
Curve (AUC) [20], we display the ROC for our top three fitted 
models (RF, DT, and SGD). 

 

 

 

Fig. 5. ROC for Best Fitted Model (RF, DT, SGD) 

V. CONCLUSION 

 The results of the experimental part show that the used 
algorithm performs here with the best accuracy. The aim was 
to see whether a consumer is interested in buying travel 
insurance or not based on their information of age, 
employment type, graduation information, annual income, 
family size, the existence of chronic diseases, frequent fly or 
not and ever travel or not. In this case, it would be pretty useful 
to build a model that will classify in the best possible way the 
people who are interested in buying travel insurance and those 

IEEE - 54827

13th ICCCNT 2022 
Oct 3-5, 2022 

Virtual Conference 



who don’t. One possible advantage would be the targeted 
advertisement of insurance to people who are actually 
interested. A targeted advertisement would save money from 
an advertisement campaign in order to invest in something 
else. Travel insurance data wherein some customers opted for 
the insurance while some others did not. So, this implemented 
model is business-oriented for insurance companies to make 
decisions on how to target their desired person and save 
money with the best profit. 
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