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ABSTRACT 

This thesis discusses machine learning transformations in environmental contexts using a dataset 

that contains information about both historical and current environments. The dataset, which 

spans the years 2013 to 2022, includes about 10 different locales. Machine learning algorithms 

can execute a change suggestion and a synopsis of the climate technological strategy. The 

suggested machine learning approach, using the Random Forest Classifier, shows an accuracy of 

83.5%. Build a temporal framework, include historical data, and create models that forecast 

seasonal and long-term trends. Predictive modeling of ecological processes to plan a 

fragmentation is supported by the integration of climate data and historical background. Using 

visual aids and intuition to traverse the intricacies of environmental conditions is the foundation 

of this multidisciplinary endeavor. 

To decode complicated data and forecast environmental change, our world requires machine 

learning.  
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CHAPTER 1 

INTRODUCTION 

 

This thesis analyzes the revolutionary nexus of machine learning and environmental monitoring 

in the unrelenting pursuit of environmental sustainability. Modern instruments that go beyond 

traditional approaches are desperately needed in light of the world's environmental problems. By 

identifying intricate patterns in weather data, the research hopes to transform environmental 

monitoring using machine learning algorithms. Hino M, Benami E [1] Environmental agencies 

demand that the little resources available for inspection work be allocated as efficiently as possible. 

Fewer than 10% of the establishments that the CWA governs are inspected each year. "Innovative 

and efficient targeting of resources" is the EPA's stated goal for pollution management. While 

cautious deployment and continuing monitoring are essential, machine learning offers promise 

capabilities for optimizing resource allocation in environmental monitoring. Stephen M. 

Techtmann, Ryan B. Ghannam [2] The opacity of complex machine learning models in the data 

from microbial communities is a shortcoming of the study. Even though these models are good at 

forecasting results, they are frequently difficult to understand, which makes translational research 

in microbiome investigations more difficult. The acceptance of these technologies may be 

impacted by the trade-off between interpretability and accuracy, which could hinder their wider 

implementation in industries like environmental monitoring and healthcare. 

Ilya I. Mokhov and Alexander L. Pyayt In [3]The thesis is excellent at using cutting-edge 

technology to address natural disasters, but it has several drawbacks, including a small dataset with 

limited scope, a focus only on Random Forest, a lack of comparative analysis, inadequate 

validation details, unclear interdisciplinary collaboration, unexplored temporal challenges, and a 

narrow environmental focus. Its influence is increased by addressing these. 

Masoud Mahdianpari and Roghieh Eskandari [4] While insightful, the thesis has several flaws, 

such as possible publication bias, a 20-year temporal scope that might overlook recent 

developments, potential geographic bias, a failure to recognize new sensor technologies, a lack of 

investigation into a variety of machine learning algorithms, and a scant attention to ethical and 

environmental issues. Enhancing applicability would require addressing these challenges and 

broadening the field of research. 
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CHAPTER 2 

DATA DESCRIPTION 

2.1 Dataset Overview 

This dataset contains 3271 data elements that represent 21 different attributes and functions as a 

comprehensive archive of meteorological observations. Every item is associated with a particular 

date, which enables a thorough temporal investigation of meteorological occurrences. This section 

serves as a basis for further analysis by providing a thorough breakdown of the wide range of 

attributes included in the dataset. 

2.2 Features 

2.2.1 Temperature 

• Temp9am (Morning Temperature at 9 am): 

• The temperature recorded in the early hours, precisely at 9 am, is shown by this 

feature. 

• Temperature readings are given in degrees Celsius, which sheds light on the 

weather in the morning. 

• Temp3pm (Afternoon Temperature at 3 pm): 

• Indicating the afternoon temperature, as of precisely 3 p.m. 

• The temperature in degrees Celsius offers a quick glance at the afternoon thermal 

profile. 

• Min-Temp (Minimum Temperature): 

• Capturing the lowest temperature of the day provides information on differences in 

temperature. 

• Max-Temp (Maximum Temperature): 

• Giving an overview of daily temperature extremes by reflecting the highest 

temperature measured during the day. 

2.2.2 Rainfall 

▪ Rainfall: 

• Calculating the total amount of precipitation that falls on a certain day. 

• The millimeter-based rainfall values provide clarity on the amount of precipitation. 
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▪ Rain Today: 

• To improve the dataset's ability to record precipitation occurrences, a binary 

variable indicating whether rain fell on the given day is included. 

2.2.3 Other Meteorological Parameters 

▪ Evaporation: 

• A measure of the rate of evaporation expressed in millimeters, which provides 

insight into the dynamics of atmospheric water evaporation. 

▪ Sunshine: 

• Measuring the hours of sunshine, which makes it easier to comprehend the patterns 

of daily solar exposure. 

▪ WindSpeed9am (Wind Speed at 9 am): 

• Representing the wind speed that was measured at nine in the morning. 

• Wind speed data expressed in kilometers per hour shed light on the characteristics 

of the morning wind. 

▪ WindSpeed3pm (Wind Speed at 3 pm): 

• Indicating the wind speed measured at 3 p.m. in the afternoon. 

• Wind speed data in kilometers per hour provide information about the dynamics of 

the afternoon wind. 

▪ Humidity9am (Relative Humidity at 9 am): 

• Communicating the percentage-based relative humidity level in the morning at 9 

a.m. 

▪ Humidity3pm (Relative Humidity at 3 pm): 

• Expressed as a percentage, this figure shows the afternoon's relative humidity level 

at 3 p.m. 

▪ Pressure9am (Atmospheric Pressure at 9 am): 

• Denoting the air pressure, expressed in hectopascals (hPa), that was measured at 9 

am in the morning. 

▪ Pressure3pm (Atmospheric Pressure at 3 pm): 

• indicating the air pressure, expressed in hectopascals (hPa), that was measured at 3 

p.m. in the afternoon. 
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▪ Cloud9am (Cloud Cover at 9 am): 

• Giving a rating on a scale of 0 to 8 for the amount of cloud cover at 9 in the morning. 

▪ Cloud3pm (Cloud Cover at 3 pm): 

• Representing the extent of cloud cover in the afternoon at 3 pm on a scale of 0 to 

8. 

2.2.4 Categorical Features 

▪ Wind Gust Dir (Wind Direction during Gusts): 

• Describe the direction of the predominant wind when it's windy. 

▪ WindDir9am (Wind Direction at 9 am): 

• Determining the direction of the predominant wind at nine in the morning. 

▪ WindDir3pm (Wind Direction at 3 pm): 

• Indicating the direction of the predominant wind at 3 p.m. 

2.2.5 Date 

▪ Date: 

• Indicating the weather observation date. 

2.3 Dataset Preprocessing 

To guarantee data consistency and quality, the dataset underwent rigorous preprocessing 

procedures before analysis. This included the following: 

•  Managing Missing Values: Sturdy techniques were used to deal with missing values, 

guaranteeing the maintenance of data integrity. 

• Numerical feature scaling: By standardizing the ranges of numerical features, the 

Standard Scaler promoted consistent model performance. 

• Categorical Feature Encoding: To make it easier to incorporate categorical variables into 

machine learning models, one-hot encoding was applied to Wind Gust Dir, WindDir9am, 

and WindDir3pm. 

• Binary Categorical Encoding: To facilitate machine learning model training, binary 

categorical variables, like Rain Today, were numerically encoded (0 for No, 1 for Yes). 

 

2.4 Feature Engineering 

A crucial part in deriving complex insights from the dataset was feature engineering: 
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• Enhancement of Temporal Features: Making use of the Date column made it easier to 

derive other temporal features, like the day of the week or month. This improvement 

strengthens our knowledge of how weather patterns change over time. 
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CHAPTER 3  

EXPLORATORY DATA ANALYSIS (EDA) 

The process of Exploratory Data Analysis (EDA) is essential to comprehending the underlying 

patterns and structures present in the dataset. This section offers a thorough analysis of the most 

important discoveries made during the EDA process, illuminating the subtleties of the 

meteorological data and laying the groundwork for further modeling and interpretation. 

3.1 Univariate Analysis 

3.1.1 Temperature Distribution 

To understand the daily temperature variations, an analysis was conducted on the distribution of 

temperatures, which included Temp9am, Temp3pm, MinTemp, and MaxTemp. The central 

tendency and dispersion of the temperature data were captured using visualizations like kernel 

density plots and histograms. 

3.1.2 Rainfall Analysis 

In order to determine the frequency and severity of precipitation occurrences, the rainfall 

distribution (Rainfall) was closely examined. In order to evaluate the frequency of rainy days, the 

binary variable Rain Today was also investigated. 

3.1.3 Wind and Atmospheric Conditions 

Univariate analysis was performed on parameters such air pressure at 9 a.m. and 3 p.m. 

(Pressure9am) and wind speed at 9 a.m. and 3 p.m. (WindSpeed3pm). The variability in various 

meteorological parameters was revealed through the use of box plots and distribution plots. 

3.1.4 Humidity and Cloud Cover 

The following parameters were investigated: cloud cover at 9 am (Cloud9am) and 3 pm 

(Cloud3pm), as well as relative humidity at 9 am (Humidity9am) and 3 pm (Humidity3pm). 

Understanding the patterns of cloudiness and humidity at different times of the day was the aim. 
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3.2 Bivariate Analysis 

3.2.1 Temperature-Rainfall Relationship 

The association between temperatures (Temp9am, Temp3pm, Min-Temp, Max-Temp) and rainfall 

was examined using scatter plots and regression analysis. Finding any relationships between 

temperature and precipitation patterns was the goal of this investigation. 

3.2.2 Wind Speed and Atmospheric Pressure Correlation 

Possible relationships between wind speed at 9 a.m. (WindSpeed9am), wind speed at 3 p.m. (Wind 

Speed 3 pm), and atmospheric pressure at 9 a.m. (Pressure9am) and 3 p.m. (Pressure 3 pm) were 

investigated using bivariate analysis. These links were shown using correlation matrices and 

heatmaps. 

3.2.3 Impact of Rainfall on Other Parameters 

Investigations were conducted on how rainfall (Rainfall and RainToday) affected other 

meteorological factors as humidity, cloud cover, and wind speed. Rainfall and these factors were 

shown in relation to one another through comparative visualizations such as box plots and bar 

plots. 

3.3 Temporal Analysis 

3.3.1 Wind Speed Trends Over Months 

Monthly average wind speed patterns at nine in the morning and three in the afternoon were 

investigated. To show any observable trends or seasonality in wind speeds, line charts were used. 

3.3.2 Monthly Humidity Analysis 

We looked at the monthly variation in the average humidity at 9 a.m. (Humidity9am) and 3 p.m. 

(Humidity3pm). Bar graphs showed any significant variations or patterns in the relative humidity 

of the various months. 

3.3.3 Monthly Temperature Patterns 

Seasonal trends were revealed by analyzing monthly temperature differences over time (MinTemp, 

MaxTemp, Temp9am, Temp3pm). Temperature trends within the dataset were displayed using line 

plots and bar graphs. 



8        © Daffodil International University 

3.4 Correlation Analysis 

Heatmaps were utilized to build and illustrate the correlation matrix of pertinent meteorological 

features, with the exception of non-informative columns. Strong correlations that might affect 

further modeling were easier to find as a result. 

 

Figure 1: Heatmap Co-relation 

3.5 Visualization Summary 

Visualizations played a crucial role in identifying patterns, linkages, and temporal trends within 

the dataset, providing an overview of the EDA process. The knowledge obtained during this 

exploratory stage forms the basis for later predictive analysis and machine learning models. 
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Figure 2: Month-wise observation of Average Temperature 
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CHAPTER 4 

METHODOLOGY 

The methodology section describes the methodical strategy used to accomplish the research goals, 

including feature engineering, data preprocessing, and the use of different machine learning 

techniques. The evaluation metrics that are used to evaluate the models' performance are also 

described in this section. 

4.1 Data Preprocessing 

To guarantee the accuracy and consistency of the input data for ensuing analysis, the dataset 

underwent a thorough data pretreatment step. A few crucial actions in this process are: 

4.1.1 Handling Missing Values 

Strong techniques were used to deal with the dataset's missing values. Imputation procedures were 

used for this, or entries with inadequate information were removed if relevant. 

4.1.2 Numerical Feature Scaling 

The scikit-learn library's StandardScaler was used to scale numerical features. By standardizing 

the numerical variable ranges, this technique stops characteristics with greater scales from 

predominating. 

4.1.3 Categorical Feature Encoding 

The one-hot encoding method was used to encode the categorical variables WindGustDir, 

WindDir9am, and WindDir3pm. Categorical features were easier to incorporate into machine 

learning models because to this change. 

4.1.4 Binary Categorical Encoding 

Machine learning model training was streamlined by numerically encoding binary categorical data, 

like RainToday. This entailed substituting 'Yes' for one and 'No' for zero. 

4.2 Feature Engineering 

In order to extract more insights from the dataset, feature engineering was essential. In order to 

extract more characteristics and increase the dataset's richness, the temporal dimension given by 

the Date column was utilized. Important feature engineering procedures consist of: 
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4.2.1 Temporal Feature Enhancement 

The Date field was used to infer new temporal properties, including the day of the week or month. 

The purpose of this enhancement was to record weather fluctuations and temporal patterns. 

4.3 Model Selection and Training 

To predict the association between meteorological data and the binary target variable RainToday, 

a variety of machine learning methods were used. The models listed below were chosen to be 

trained: 

4.3.1 Logistic Regression (LR) 

The binary result of rain occurrence was modeled using a logistic regression model. In addition to 

offering interpretability, this paradigm acts as a standard for increasingly intricate algorithms. 

4.3.2 K-Nearest Neighbors (KNN) 

The dataset's non-linear patterns were detected using the K-Nearest Neighbors classifier. Using 

grid search, the ideal number of neighbors was found. 

 

where the k-NN error rate is represented by the symbol R_{kNN}}, the number of classes in the 

problem is denoted by M, and the Bayes error rate, or ∗R^{*}, is the lowest error rate that can be 

achieved. This limit decreases to "not more than twice the Bayesian error rate" for S = 2 M = 2 

and as S ∗R^{*} approaches zero, the Bayesian error rate. 

4.3.3 Decision Tree  

The data's complex decision boundaries were modeled using a decision tree classifier. The non-

linear correlations between attributes are intrinsic to this paradigm. 

4.3.4 Support Vector Machine (SVM) 

To identify linear separations in the feature space, a linear kernel Support Vector Machine was 

used. The efficiency of this approach in binary classification tasks is well recognized. 

4.3.5 Random Forest Classifier (RFC) 

The combined predictive capability of several decision trees was utilised by an ensemble of 

decision trees called a Random Forest classifier. This model fits complex relationships well and is 

resistant to overfitting. 
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4.4 Model Evaluation 

Accuracy and F1-score, two common evaluation criteria, were used to evaluate each model's 

performance. To provide unbiased performance assessment, the metrics were computed using a 

test set that included 35% of the dataset. For every model, the following metrics were calculated: 

4.4.1 Accuracy Score 

The model's total accuracy in forecasting the occurrence of rain is gauged by the accuracy score. 

4.4.2 F1-Score 

The F1-score is a balanced metric for binary classification problems that takes into account both 

precision and recall. 

4.5 Ensemble Modeling 

The prediction power of the individual models was combined using an ensemble technique. To 

improve overall prediction performance, the Voting Classifier combines the outputs of Random 

Forest, K-Nearest Neighbors, Decision Tree, Support Vector Machine, and logistic regression 

models. 

 

4.6 Visualization of Results 

Utilizing Matplotlib and Plotly, results and performance metrics were displayed. Rainfall 

prediction models were selected with the help of bar charts that gave a comparative overview of 

the accuracy scores and F1-scores obtained by each classification algorithm. 
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CHAPTER 5 

 

RESULTS 

 

We have learned a great deal about the field of weather prediction from our research. Here, we 

provide the outcomes of our efforts, highlighting the effectiveness of individual models as well as 

the group power of ensemble approaches. 

5.1 Individual Model Performance 

5.1.1 Logistic Regression (LR) 

The interpretable Logistic Regression model showed remarkable accuracy in predicting the 

occurrence of rain. With an accuracy score of 82.35%, LR is a reliable model to use as a foundation. 

5.1.2 K-Nearest Neighbors (KNN) 

With Insert 80% accuracy, the K-Nearest Neighbors model demonstrated its capacity to adapt to 

non-linear patterns. Sophisticated relationships throughout the feature space are well captured by 

this approach. 

5.1.3 Decision Tree (Tree) 

With an accuracy score of 76.68%, the Decision Tree model demonstrated its superiority by cutting 

through the intricacy. This outstanding performance clearly demonstrates its capacity to identify 

complex decision boundaries. 

5.1.4 Support Vector Machine (SVM) 

By using a linear kernel, the Support Vector Machine was able to show that it understood linear 

separations well, as evidenced by its accuracy score of 82.88%. Finding patterns in a high-

dimensional space is an area in which this model excels. 

5.1.5 Random Forest (RFC) 

With an accuracy score of 83.58%, our ensemble maestro, the Random Forest model, demonstrated 

its ability to withstand overfitting. Decision trees' combined intelligence increases their capacity 

for prediction. 
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5.2 Ensemble Model Performance 

5.2.1 Voting Classifier 

The Voting Classifier was an outstanding performer, coordinating the well-being of individual 

models. This ensemble approach outperformed the individual models in terms of prediction 

accuracy, demonstrating the powerful synergy of model collaboration, with an accuracy score of 

83.58%. 

5.3 Comparative Analysis: Accuracy Scores 

In order to give an overview of the relative effectiveness of our models, Figure 2 shows the 

accuracy scores that each classification algorithm attained. The ensemble approach is highlighted 

as the highest level of predicted accuracy and is represented by a unique hue. 

 

No. Classification 

Algorithm  

Accuracy Score F1-score 

0 Logistic Regression 0.823581  0.620301 

1 KNN 0.800000  0.825270 

2 Decision Tree 0.766812  0.564437 

3 SVM 0.828821  0.618677 

4 Random Forest 0.833188  0.620278 

5 Ensembled 

Classifier 

0.835808  0.624000 

 

 

Figure 3: Accuracy Scores 
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5.4 Regression Algorithm Performance 

This section examines how well regression algorithms function, with a particular emphasis on how 

well they forecast meteorological events. Mean Absolute Error (MAE) and Root Mean Squared 

Error (RMSE) are two evaluation metrics that were taken into account for this investigation. 

 

No. Regression 

Algorithm 

MAE RMSE 

1 Linear Regression 0.470604 0.603223 

2 Random Forest 0.449206 0.572743 

3 SVM 0.434701 0.560317 

4 Ensemble 

Regression 

0.423609 0.543693 

 

Figure 4: Regression Algorithm Performance 

5.4.1 Root Mean Squared Error (RMSE) 

By assigning greater weight to significant errors, the Root Mean Squared Error offers a thorough 

estimate of the variations between expected and actual values. Better predicted accuracy is 

indicated by a smaller RMSE, just like with MAE. Regression algorithm performance is evaluated 

by carefully examining the RMSE values.  

MSE = 𝑚𝑒𝑎𝑛((𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 − 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑)2)  

RMSE =√𝑀𝑆𝐸 
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5.4.1 Mean Absolute Error (MAE) 

The average absolute difference between the numbers that were predicted and those that were seen 

is called the Mean Absolute Error. A lower MAE denotes higher forecast accuracy. The MAE score 

of every regression algorithm is used to evaluate its performance. 

MAE = mean|observed − predicted| 

Regression algorithm error analysis is shown in Figure 4, which also shows the algorithm's MAE 

and RMSE scores. Understanding the relative performance of regression models is made easier 

with the help of this graphic representation. 
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CHAPTER 6 

 DISCUSSION: DECODING METEOROLOGICAL PATTERNS 

We unravel the complexities of our weather forecasts and explore the relevance of our results, 

possible ramifications, and directions for further research as we unfold the conversation. 

6.1 Interpretation of Accuracy Scores 

Our models' accuracy scores offer a numerical assessment of how well they predict the presence 

of rain. Notably, our collective masterwork, the Voting Classifier, outperforms individual models, 

demonstrating the value of team prediction. The success of our method in identifying the 

underlying patterns in the dataset is confirmed by the high accuracy scores obtained by all the 

models. 

6.2 Insights from Comparative Analysis 

The comparison accuracy values are presented visually in Figure 3, which also highlights the 

unique advantages of each categorization technique. The graph's prominent placement of the 

Voting Classifier highlights its exceptional predictive accuracy. We can find the best model for 

predicting rain by using this graphical depiction as a compass. 

6.3 Precision, Recall, and F1-Score Nuances 

In order to obtain a more comprehensive picture of model performance, the analysis goes beyond 

accuracy and explores precision, recall, and the F1-score. Recall shows the capacity to record true 

positive occurrences, precision clarifies the percentage of real positive predictions, and the F1-

score finds a fine balance between the two. These indicators help us understand the complexities 

of our models and how applicable they are in real-world scenarios. 

6.4 Implications for Meteorological Forecasting 

The results of our study indicate the effectiveness of machine learning in predicting the presence 

of rain, with implications for meteorological forecasting. The potential for incorporating 

sophisticated algorithms into current forecasting techniques is highlighted by the high accuracy 

scores and ensemble supremacy. In particular, the Voting Classifier shows promise for improving 

the accuracy of rain forecasts. 
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6.5 Limitations and Future Directions 

Although our models demonstrate excellent performance, it is important to recognize the 

limitations of our research. Uncertainties may be introduced by variables like data granularity, 

temporal considerations, and the dynamic nature of weather patterns. Subsequent investigations 

may investigate optimizing model parameters, integrating supplementary meteorological 

characteristics, and utilizing sophisticated ensemble methods to enhance forecast performance 

even more. 

6.6 The Synergy of Meteorology and Machine Learning 

We show how traditional domain expertise and state-of-the-art data science can work together in 

our study through the partnership of meteorology and machine learning. This collaborative 

approach holds great potential to uncover deeper insights into weather phenomena and advance 

meteorological forecasting as technology develops. 
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CHAPTER 7 

CONCLUSION 

A deeper understanding of weather forecasting is revealed in the thesis' conclusion. Ensemble 

Classifier, KNN, Decision Tree, SVM, Random Forest, and Logistic Regression are some 

examples of model combinations. Random forest, though, is more accurate. The possible 

influence of model synergy on forecast accuracy has been shown using collaborative approaches. 

In order to improve rainfall forecasts, the analysis offers a thorough scan of weather data using 

machine learning techniques. The outcomes highlight the significance of feature selection, 

optimize model variance and predictive accuracy by fine-tuning, and establish machine learning 

as a crucial instrument to progress the comprehension and forecasting of intricate weather 

patterns. 
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