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Abstract. This paper intends to evaluate previous works done on different 
cascading classifiers for human face detection of image data. The paper includes 
the working process, efficiency, and performance comparison of different 
cascading methods. These methods are Dynamic Cascade, Haar Cascade, SURF 
cascade, and Fea-Accu Cascade. Each Cascade classifier is described in the paper 
with their working procedure and mathematical induction as well. Each technique 
is backed with proper data and examples. The accuracy rate of the method is 
given with comparison to analyze the performance of the methods. In this 
literature, the human face detection process using cascading classifiers from 
image data is studied. From the study, the performance rate and comparison of 
different cascading techniques are highlighted. This study will also help to 
determine which methods are to be used for achieving an accurate accuracy 
depending on the data and circumstances. 

Keywords: Face detection, Dynamic cascading, Haar cascading, SURF 
cascading, Fea-Accu cascading 

1. Introduction

With the rapid worth of technology and increase of computational power, machines 
have become more intelligent every day with the ability to make their own decisions. 
Machines can interact with humans by recognizing the person to be interacted with, 
listening, analyzing, and reacting as needed. To recognize a person to be interacted 
with, the procedure of face recognition is widely used. Face recognition is a 
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technological innovation that decides the area and size of a human face in the advanced 
picture [1]. With immersing computer vision technologies, cameras, surveillance 
systems, facial detection through image and video processing has become a huge 
research field. The facial recognition systems have been utilized to automatically 
detect, recognize, and distinguish a person in a video source or image. This technique 
has been used to live, most specifically in forensic analysis and security systems [2]. 
Face location is the first phase in automated face recognition. Its dependability affects 
the presentation and convenience of the whole face detection system [3]. Face 
discovery is additionally delegated face identification in pictures and continuous face 
recognition [4]. For face detection, cascade classifiers are widely and efficiently used. 
The basic of face detection depends on the rejection of a larger part of base territories 
rapidly in the initial period to lessen the measure of calculation in the advanced phase 
[5]. However, several cascading methods can be applied to training data to get results. 
In this paper, few cascading methods will be discussed that are used to detect human 
faces from image data. At the same time, the performances will be evaluated to observe 
efficiency. 
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Fig. 1. Proposed System Architecture. 

2. Proposed Work 

2.1 Dynamic Cascading Method 

In the study [6] the Dynamic Cascade algorithm tends to the test of preparing face 
identifiers utilizing informational index with a large quantity of positive and negative 
examples. Here, a little subset of preparing information, called "dynamic working set" 
is utilized for support preparing. Rong Xiao et al., gathered over 45,000 pictures from 
the web, about 20,000 of which comprehend faces. At that point, 40857 face pictures 
were marked and edited from this set. A positive arrangement of 531,141 examples was 
produced by including little arbitrary varieties in move, scale, and pivot. Of these, the 
arrangement of 40,000 haphazardly chosen tests is utilized for approval. 
Correspondingly, around 10 billion negative examples are gathered from more than 
25,000 pictures without faces, from which around 50 million negative examples are 
arbitrarily trimmed and rearranged to fill in as the online negative data set. Fig. 2 shows 
the images.  

 
Fig. 2. Faces in the training set. 

Four preparing sets were arbitrarily inspected from the positive informational index and 
the online negative informational index and are shown in Fig. 3. For respectively data 
set, an indicator is trained with static sets of exercise strictures (α = 0, Dtarget = 0.98, fu 
= 0.3). 
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Fig. 3. Graphical representation of training sets. 

Another indicator with positive bootstrap on the informational index D is likewise 
prepared. Fig. 4 shows the proficiency of utilizing positive bootstrap which is the one 
of a kind structures of Dynamic Course that empower the proficient dispersed teach, 
permitting us to utilize both colossal measures of positive and negative preparing tests. 

 

Fig. 4. Execution correlation on various sizes of preparing information. 

2.2 Haar Cascading Method 

The research [7] uses an Open Source Computer Vision Library called OpenCV [8] to 
recognize human faces. Paula Voila and Michael Jones [9] initially conducted this 
approach. Hair highlights are the main component of hair classification for the 
exploration of the human face. Haar highlights are used to acknowledge the appearance 
in the image [10] of highlights. Every factor generates a solitary value which is the 
difference between the pixel volumes in the white square shape from the number of 
pixels under the dark square shape of Fig. 5. 
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Fig. 5. Haar Features. 

The accuracy [7] calculations for human face recognition is completed via the equation, 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 +  𝑇𝑁)(𝑇𝑃 +  𝑇𝑁 +  𝐹𝑃 +  𝐹𝑁)                                                                                                         (1) 
Where TP indicates the number of faces that are effectively differentiated (faces 
recognized as faces), the measure of correctly defined non-faces (faces identified as 
non-faces) demonstrates the measurement of erroneously distinguished (faces 
distinguished as non-faces) and the measure of wrong faces (falsely negative) 
demonstrates that the measurement of wrong faces (falsifiers) is erroneous. 
From Fig. 6, it tends to be seen that the precision of the human face identification 
strategy is 71.48%. The measurable outcomes show that the FP value is 33.82%, which 
influences the aftereffects of framework exactness. 

 

Fig. 6. Human detection results. 

2.3 Surf Cascading Method 

SURF [11] is a nearby element descriptor that mirrors the shape and surface of highlight 
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focuses. It is unchanging and has an unbelievable rise in processing power. SURF 
descriptor is utilized to extricate inclination data, which is hearty to the turn of faces as 
indicated by Siquan Hu et al. in [12]. As appeared in Fig. 7, the discovery widow is size 
4040, and the size of highlight square shape bit by bit increments from 88 to 4040 
and slides in the 4040 discovery window, bringing about a large number of applicants 
highlights. Each element is separated into 22 or 14 picture squares, and [-1, 0, 1] is 
utilized to process the angle data of the flat, vertical, and corner to corner measurements 
of the pixel. And we calculate |𝑑𝑥| ± 𝑑𝑥 to get the 8-dimensional incline of the picture 
block that is summed up  ∑(|𝑑𝑥| + 𝑑𝑥) , ∑(|𝑑𝑥 − 𝑑𝑥|) to acquire 32-dimensional 
vectors aimed at each feature. 

 
Fig. 7. Flowchart of feature selection and calculation for SURF Cascade. 

There are normally three different ways to choose the best element from our applicant 
highlights. By limiting the total of the total estimations of the blunder loads all things 
considered from equation (2),  

 ∑ 𝑤𝑖|ℎ𝑖 −  𝑦𝑖𝑁𝑖=1 |                                                                                                                 (2)                                                          
 
By limiting the total of squared blunders of all examples as in equation (3). 
 ∑ 𝑤𝑖(ℎ𝑖 −  𝑦𝑖)2𝑁𝑖=1                                                                                                               (3)                                                          
 
By the greatest estimation of AUC which consolidates the classifiers acquired in the 

past preparing from equation (4), 
 𝐽 (𝐻𝑖−1 +  ℎ𝑗(𝑥, 𝑤))                                                                                                         (4)                                                     

 
Fig. 8 and Fig. 9 illustrate that the cross-approval and AUC-based Surf Cascading 
model has a higher rejection rate in the initial barely any phases and a higher last TPR. 
The 99 percent rejection rate indicates that this model has a strong learning power. 
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Fig. 8. Recall Models of FDDB. 

 

Fig. 9. The accumulated reject rate. 

2.4 Fea-Accu Cascading Method 

According to Shengye Yan et al. in [13], the key thought of the Fea-Accu course is to 
just utilize the highlights adapted beforehand, as opposed to the recently learned 
powerless classifier and the solid classifier. For the Fea-Accu course, there are 20,000 
facial tests and 10,000 non-facial tests at each level of learning. All examples are 
resized to 24*24. Fig. 10 shows certainty VS test number where it is seen that Fea-Accu 
course is a solid classifier with high discrimination. 
To calculate the discriminative extents numerically, the Bhattacharyya distances [14] 
is computed for Fea-Accu strong classifier using equation (5).  
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𝐵 = 12 𝑙𝑛 (𝜎12 + 𝜎222 )𝑙  √𝜎12𝑙𝜎22𝑙  =  12 𝑙𝑛 (𝜎12 + 𝜎222𝜎1𝜎2 )𝑙                                                                         (5) 

 
Fig. 10. Confidence vs sample number. 

To check the accuracy, a detector is trained by using the Fea-Accu cascade. The 
numbers of the features for each point of the cascading detector are shown in Fig. 11. 
The preparation of a Fea-Accu cascaded detector with a false alarm rate of 1/1,000,000 
is just approximately 10 hours. 
 

 
Fig. 11. Features vs layer  

3. Result Analysis 

According to Rong Xiao et al. [6], the dynamic cascading method is compared to other 
methods in the broadly utilized frontal informational collection CMU+MIT. The 
findings in Fig. 12 demonstrate that the presentation of the technique of dynamic 
dropping is virtually the same as the cutting edge. It is only second to the soft cascading 
method. 
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Fig. 12.  Performance Comparison for Dynamic Cascade. 

The article [12] The relation by the Cascading Model HAAR, as seen in Fig. 13, 
indicates that the latter has improved considerably on point FP=0, FP=100 and only has 
five phases with 105 fragile classifiers. The model has 24 phases of HAAR cascade 
with a poor classification of 2916. The true positive score for the frontal finder model 
of surf cascades is 77.9%; just 2% of the frontal faces are absent from the FDDB 
dataset. 
Shengye Yan et al. in [13] have demonstrated that the Fea-Accu cascade method gets 
the best performance. In Fig. 14 the ROC curves of the soft cascade, nested cascade, 
and viola et al. is compared to Fea-Accu cascade is shown to compare the performance.

 
Fig. 13.  SURF cascade model and HAAR cascade model comparison. 
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Fig. 14.  ROC curves of Fea-Accu cascade method compared to others. 

4. Discussion 

It is seen that the location execution and precision can be improved extraordinarily 
utilizing enormous scope preparing information [15-22]. This implies contrasting 
various calculations we need to utilize similar preparing information. Otherwise, the 
comparison would be pointless as the different sizes of training data or different 
contents will give incomparable observations according to [6]. Therefore it is necessary 
to create a big daily training package directed at the research community to share [23-
27]. 

5. Conclusion 

The paper is focused on various cascading methods for human face detection. It reviews 
the works previously on dynamic, Haar, Surf, Fea-Accu cascading methods for face 
detection [28-30]. Here, each of the techniques is described in brief to give an 
understanding of their working process [31-36]. Each method has a different 
performance rate which is portrayed in this paper as well. From the research gap, 
performance comparison among the four cascading methods is shown. Simultaneously, 
performance comparison of these methods with other commonly and widely used 
cascading methods is illustrated however comparisons among the four cascading 
methods are not demonstrated due to the lack of a dataset of the same features. These 
comparisons will be helpful to make decisions while working with cascading 
classifiers. 

References 

1. Ashu Kumar , Amandeep Kaur, Munish Kumar, “Face detection techniques: a review” 



11 

Springer Nature B.V. (2018) DOI: 10.1007/s10462-018-9650-2 
2. Nariman Jabbar Qasim , Israa Al_Barazanchi “Unconstrained Joint Face Detection and 

Recognition in Video Surveillance System” Jour of Adv Research in Dynamical & Control 
Systems, Vol. 11, 01-Special Issue, 2019 

3. Stan Z. Li , Jianxin Wu ,“Face Detection” DOI: 10.1007/978-0-85729-932-1_11 
4. Akanksha, Jashanpreet Kaur , Harjeet Singh , “Face detection and Recognition: A review” 

6th International Conference on Advancements in Engineering & Technology (ICAET-
2018), Feb. 23-24, 2018, Sangrur 

5. Huachun Yang and Xu An Wang,“Cascade classifier for face detection”, Journal of 
Algorithms & Computational Technology. DOI: 10.1177/1748301816649073 

6. Rong Xiao, Huaiyi Zhu, He Sun  and Xiaoou Tang, “Dynamic Cascades for Face Detection”, 
in Proceedings IEEE International Conference on Computer Vision, IEEE International 
Conference on Computer Vision, (November 2007), DOI: 10.1109/ICCV.2007.4409043 

7. Adri Priadana, Muhammad Habibi ,“Face Detection using Haar Cascades to Filter Selfie Face 
Image on Instagram” DOI: 10.1109/ICAIIT.2019.8834526. 

8. OpenCV. [Online]; 2018. Available from: 
https://docs.opencv.org/3.4.1/d7/d8b/tutorial_py_face_detection.html. 

9. Viola, P. and Jones, M., 2001. “Rapid object detection using a boosted cascade of simple 
features. In Computer Vision and Pattern Recognition”, 2001. CVPR 2001. Proceedings of 
the 2001 IEEE Computer Society Conference on (Vol. 1, pp. I-I). IEEE. 

10. Sing, V., Shokeen, V. and Singh, B., 2013. “Face detection by haar cascade classifier with 
simple and complex backgrounds images using opencv implementation”. International 
Journal of Advanced Technology in Engineering and Science, 11(12), pp.33-38 

11. Eric Li , Liu Yang , Bin Wang , Jianguo Li , Ya-ti Peng “SURF cascade face detection 
acceleration on Sandy Bridge processor”,In: IEEE Computer Society Conference on 
Computer Vision and Pattern Recognition Workshops (2012) 

12. Siquan Hu, Caihong Zhang and Lei Liu, “Analysis and improvement of face detection based 
on surf cascade” in IOP Conf. Series: Journal of Physics: Conf. Series 887 (2017) 012027, 
doi:10.1088/1742-6596/887/1/012027. 

13. Shengyu Wang, Shiguang Shan, Xilin Chen and Wen Gao, “Fea-Accu cascade for face 
detection” in Proceedings  ICIP ... International Conference on Image Processing (November 
2009) DOI: 10.1109/ICIP.2009.5413674 

14. Theodoridis and K. Koutroumbas, Pattern Recognition,Elsevier Science, 2003, 177-179. 
15. F.M. Javed Mehedi Shamrat, Md. Asaduzzaman, A.K.M. Sazzadur Rahman, Raja Tariqul 

Hasan Tusher, Zarrin Tasnim “A Comparative Analysis Of Parkinson Disease Prediction 
Using Machine Learning Approaches” International Journal of Scientific & Technology 
Research, Volume 8, Issue 11, November 2019, ISSN: 2277-8616, pp: 2576-2580. 

16. F.M. Javed Mehedi Shamrat, A.K.M Sazzadur Rahman, Zarrin Tasnim, Syed Akhter Hossain 
“An offline and online-based Android application “TravelHelp” to assist the travelers 
visually and verbally for Outing” International Journal of Scientific & Technology Research, 
Volume 9, Issue 01, January 2020, ISSN: 2277-8616, pp: 1270-1277. 

17. Javed Mehedi Shamrat F.M., Allayear S.M., Alam M.F., Jabiullah M.I., Ahmed R. (2019) A 
Smart Embedded System Model for the AC Automation with Temperature Prediction. In: 
Singh M., Gupta P., Tyagi V., Flusser J., Ören T., Kashyap R. (eds) Advances in Computing 
and Data Sciences. ICACDS 2019. Communications in Computer and Information Science, 
vol 1046. Springer, Singapore. https://doi.org/10.1007/978-981-13-9942-8_33. 

18. Pronab Ghosh, Sami Azam, Mirjam Jonkman, Asif Karim, F.M. Javed Mehedi Shamrat, Eva 
Ignatious, Shahana Shultana, Abhijit Reddy Beeravolu, Friso De Boer, "Efficient Prediction 
of Cardiovascular Disease Using Machine Learning Algorithms with Relief and LASSO 
Feature Selection Techniques," in IEEE Access, doi: 10.1109/ACCESS.2021.3053759.  

19. F. M. Javed Mehedi Shamrat, Zarrin Tasnim, Naimul Islam Nobel, and Md. Razu Ahmed. 
2019. An Automated Embedded Detection and Alarm System for Preventing Accidents of 

https://ieeexplore.ieee.org/author/37277829700
https://ieeexplore.ieee.org/author/38268198500
https://ieeexplore.ieee.org/author/38266295200
https://ieeexplore.ieee.org/author/37538142300
https://ieeexplore.ieee.org/author/38263793800
https://ieeexplore.ieee.org/xpl/conhome/6230822/proceeding
https://ieeexplore.ieee.org/xpl/conhome/6230822/proceeding
https://doi.org/10.1007/978-981-13-9942-8_33


12 

Passengers Vessel due to Overweight. In Proceedings of the 4th International Conference on 
Big Data and Internet of Things (BDIoT'19). Association for Computing Machinery, New 
York, NY, USA, Article 35, 1–5. DOI:https://doi.org/10.1145/3372938.3372973. 

20. Shamrat F.M.J.M., Nobel N.I., Tasnim Z., Ahmed R. (2020) Implementation of a Smart 
Embedded System for Passenger Vessel Safety. In: Saha A., Kar N., Deb S. (eds) Advances 
in Computational Intelligence, Security and Internet of Things. ICCISIoT 2019. 
Communications in Computer and Information Science, vol 1192. Springer, Singapore. 
https://doi.org/10.1007/978-981-15-3666-3_29. 

21. Md. Razu Ahmed, Md. Asraf Ali, Nasim Ahmed, Md. Fahad Bin Zamal, and F.M. Javed 
Mehedi Shamrat. 2020. The Impact of Software Fault Prediction in Real-World Application: 
An Automated Approach for Software Engineering. In Proceedings of 2020 the 6th 
International Conference on Computing and Data Engineering (ICCDE 2020). Association 
for Computing Machinery, New York, NY, USA, 247–251. 
DOI:https://doi.org/10.1145/3379247.3379278. 

22. A.K.M Sazzadur Rahman, F. M. Javed Mehedi Shamrat, Zarrin Tasnim, Joy Roy, Syed 
Akhter Hossain “A Comparative Study On Liver Disease Prediction Using Supervised 
Machine Learning Algorithms” International Journal of Scientific & Technology Research, 
Volume 8, Issue 11, November 2019, ISSN: 2277-8616, pp: 419-422. 

23. F. M. Javed Mehedi Shamrat, Imran Mahmud, A.K.M Sazzadur Rahman, Anup Majumder, 
Zarrin Tasnim, Naimul Islam Nobel,“A Smart Automated System Model For Vehicles 
Detection To Maintain Traffic By Image Processing” International Journal of Scientific & 
Technology Research, Volume 9, Issue 02, February 2020, ISSN: 2277-8616, pp: 2921-2928 

24. Pronab Ghosh, et al., “Optization of Prediction Method of Chronic Kidney Disease with 
Machine Learning Algorithms,” The 15th International Symposium on Artificial Intelligence 
and Natural Language Processing (iSAI-NLP 2020) and International Conference on 
Artificial Intelligence & Internet of things (AIoT 2020). 

25. F. M. Javed Mehedi Shamrat, P. Ghosh, M. H. Sadek, M. A. Kazi and S. Shultana, 
"Implementation of Machine Learning Algorithms to Detect the Prognosis Rate of Kidney 
Disease," 2020 IEEE International Conference for Innovation in Technology (INOCON), 
BANGLURU, 2020, pp. 1-7, doi: 10.1109/INOCON50539.2020.9298026.  

26. Pronab Ghosh, Asif Karim, Syeda Tanjila Atik, Saima Afrin, mohd Saifuzzaman," Expert 
Model of Cancer Disease Using Supervised Algorithms with a LASSO Feature Selection 
Approach," International Journal of Electrical and Computer Engineering, Vol. 11, No. 3, 
2020. 

27. F. M. Javed Mehedi Shamrat, Zarrin Tasnim, Imran Mahmud, Ms. Nusrat Jahan, Naimul 
Islam Nobel, “Application Of K-Means Clustering Algorithm To Determine The Density Of 
Demand Of Different Kinds Of Jobs”, International Journal of Scientific & Technology 
Research, Volume 9, Issue 02, February 2020, ISSN: 2277-8616, pp: 2550-2557. 

28. Sungheetha, Akey, and Rajesh Sharma. "A Novel CapsNet based Image Reconstruction and 
Regression Analysis." Journal of Innovative Image Processing (JIIP) 2, no. 03 (2020): 156-
164. 

29. F. M. Javed Mehedi Shamrat, Md. Abu Raihan, A.K.M. Sazzadur Rahman, Imran Mahmud, 
Rozina Akter, “An Analysis on Breast Disease Prediction Using Machine Learning 
Approaches” International Journal of Scientific & Technology Research, Volume 9, Issue 
02, February 2020, ISSN: 2277-8616, pp: 2450-2455. 

30. Pronab Ghosh, Md. Zahid Hasan and Dr. Md. Ismail Jabiullah, “A Comparative Study of 
Machine Learning Approaches on Dataset to Predicting Cancer Outcome", Journal of the 
Bangladesh Electronic Society, Vol. 18, Num. 1-2, June, December 2018, ISSN: 1816-1510, 
pp:81-86. 

31. F. M. Javed Mehedi Shamrat, Z. Tasnim, P. Ghosh, A. Majumder and M. Z. Hasan, 
"Personalization of Job Circular Announcement to Applicants Using Decision Tree 
Classification Algorithm," 2020 IEEE International Conference for Innovation in 



13 

Technology (INOCON), BANGLURU, 2020, pp. 1-5, doi: 
10.1109/INOCON50539.2020.9298253.  

32. P. Ghosh, M.Z. Hasan, O.A. Dhore, A.A. Mohammad and M. I. Jabiullah, “On the 
Application of Machine Learning to Predicting Cancer Outcome”, Proceedings of the 
International Conference on Electronics and ICT – 2018, organized by Bangladesh 
Electronics Society (BES), Dhaka, Bangladesh on 25-26 November, 2018, pp: 60. 

33. P. Ghosh, M. Z. Hasan, S. T. Atik and M. I. Jabiullah, "A Variable Length Key Based 
Cryptographic Approach on Cloud Data," 2019 International Conference on Information 
Technology (ICIT), Bhubaneswar, India, 2019, pp. 285-290, doi: 
10.1109/ICIT48102.2019.00057. 

34. F. M. Javed Mehedi Shamrat, Zarrin Tasnim, A.K.M Sazzadur Rahman, Naimul Islam Nobel, 
Syed Akhter Hossain “An Effective Implementation of Web Crawling Technology to 
Retrieve Data from the World Wide Web (www)” International Journal of Scientific & 
Technology Research, Volume 9, Issue 01, January 2020, ISSN: 2277-8616, pp: 1252-1256. 

35. Chen, Joy Iong Zong. "Smart Security System for Suspicious Activity Detection in Volatile 
Areas." Journal of Information Technology 2, no. 01 (2020): 64-72. 

36. F.M. Javed Mehedi Shamrat, Shaikh Muhammad Allayear and Md. Ismail Jabiullah 
"Implementation of a Smart AC Automation System with Room Temperature Prediction ", 
Journal of the Bangladesh Electronic Society, Volume 18, Issue 1-2, June-December 2018, 
ISSN: 1816-1510, pp: 23-32. 


