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Abstract  

This thesis introduces an advanced Natural Language Processing (NLP) framework for in-depth 

analysis of customer behavior, specifically focusing on Customer Comments of social media in  

Bengali (CCSMB). The study leverages a variety of cutting-edge algorithms, including Recurrent  

Neural Networks (RNN), Long Short-Term Memory (LSTM), k-Nearest Neighbors (KNN), 

Logistic Regression, and Decision Trees, combined with rigorous data cleaning techniques tailored 

to the linguistic intricacies of Bengali text.  

The study utilizes a meticulously curated dataset from diverse social media platforms, ensuring the 

robustness and adaptability of the models to the dynamic nature of online interactions. Evaluation 

metrics such as accuracy, precision, recall, and F1 score are employed to assess the performance 

of each algorithm in capturing text emotion detection and categorizing topics within the Bengali 

linguistic context.  

The research begins with an extensive exploration of data cleaning methodologies, addressing 

challenges such as noise, irrelevant information, and linguistic nuances unique to Bengali. 

Subsequently, various machine learning and deep learning algorithms are applied to the 

preprocessed data. RNN and LSTM models are utilized for sequential analysis of customer 

comments, capturing temporal dependencies in the expression of sentiments.  

Analysis and result  

The results not only contribute to the evolving landscape of customer behavior analysis but also 

offer practical insights for businesses seeking to enhance customer engagement and satisfaction in 

the Bengali-speaking market.  

This research underscores the versatility of NLP techniques and a multitude of algorithms in 

unraveling valuable insights from customer interactions, emphasizing their applicability in 

fostering customer-centric strategies in an increasingly digital and multilingual business 

environment.  
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Chapter 1 Introduction  

In this chapter, we talk about the motivation behind the research and articulate the problem that 

this study aims to address. Additionally, we provide a foundational understanding of Natural 

Language Processing (NLP) through general discussions. The proposed solution to the identified 

problem is outlined, and the primary contributions of this thesis are highlighted. Furthermore, we 

explore the overall structure and organization of the thesis in section 1.3.  

  

1.1 Problem Statement and Motivations  

In addition to uncovering the topical themes and emotional nuances within Bengali text data, this 

research is motivated by the evolving dynamics of user interactions in the digital era. The 

increasing prevalence of digital content in Bengali necessitates a sophisticated approach to Natural 

Language Processing (NLP) that goes beyond mere categorization into predefined topics. By 

delving into the realms of 'economy,' 'sports,' 'international,' 'state,' 'technology,' 'entertainment,' 

and 'education,' the study aspires to capture the intricate tapestry of user sentiments and perceptions 

in the Bengali language.  

The surge in digital communication platforms, particularly social media, accentuates the 

importance of deciphering not only what topics are being discussed but also how users emotionally 

engage with and respond to this content. This research strives to address this dual aspect, shedding 

light on both the overt subject matter and the underlying emotional landscape of Bengali text data. 

Through this nuanced exploration, the aim is to offer insights that transcend conventional topic 

categorization, fostering a richer understanding of the multifaceted nature of communication in the  

Bengali-speaking digital sphere.  
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As social media continues to play a pivotal role in shaping public discourse and opinion, the 

significance of unraveling the emotional undercurrents within Bengali text data becomes 

increasingly apparent. This dual approach, combining topic categorization with emotion analysis, 

is poised to contribute not only to the advancement of NLP methodologies but also to the broader 

comprehension of digital interactions within the Bengali linguistic context.  

The widespread adoption of Bangla on social media platforms like Facebook, particularly in 

Dhaka, the second-largest city in terms of Facebook users globally [1], further underscores the 

need for robust Bangla sentiment analysis. The introduction of the Bangla typing application Avro 

in 2003 facilitated increased use of Bangla on Facebook, highlighting the growing demand for 

effective sentiment analysis tools in this language.  

  

1.2 Research Objectives  

1.2.1 Comprehensive Topic Categorization:   

Leverage the chosen algorithms to achieve an in-depth categorization of the text data into 

predefined topics, encompassing domains such as 'economy,' 'sports,' 'international,' 'state,'  

'technology,' 'entertainment,' and 'education.'  

1.2.2 Comprehensive Text Emotion Detection:   

Leverage the chosen algorithms to achieve an in-depth categorization of the text data into 

predefined text emotion, encompassing domains such as happiness, sadness, surprise, fear, 

anger, and disgust.  
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1.2.3 Sequential Emotion Analysis:   

Extend the analysis to include sequential emotion analysis using LSTM and RNN models, 

capturing the temporal dynamics of emotional expressions within the Bengali text data for 

each predefined topic.  

1.2.4 Algorithmic Implementation:   

Employ LSTM, KNN, RNN and so more algorithms to perform both topic modeling and 

text emotion analysis on Bengali text data derived from Customer Comments on social 

media in Bengali (CCSMB).  

  

1.2.5 Comparative Performance Analysis:   

Evaluate and compare the performance of LSTM, KNN, RNN and so more models in both 

topic categorization and emotion analysis, considering accuracy, precision, recall, and 

F1score.  

  

Through this unified set of objectives, your research aims to utilize LSTM, KNN, RNN and so 

more algorithms for a comprehensive analysis that combines both topic modeling and text emotion 

analysis. This streamlined approach avoids redundancy while ensuring a thorough exploration of 

the intertwined aspects of customer behavior in the Bengali-speaking digital landscape.  
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1.3 Thesis Organization  

The thesis is organized to provide a systematic exploration of the proposed Deep Learning 

Approach for Analyzing Customer Behavior based on CCSMB in Bengali. The introduction sets 

the stage by delving into the evolving landscape of digital communication, emphasizing the 

potential for understanding both topical themes and emotional nuances in Bengali text data. The 

primary research objectives are outlined, focusing on employing advanced NLP techniques, 

utilizing deep learning models such as LSTM and RNN, and evaluating machine learning 

algorithms like KNN, Logistic Regression, and Decision Trees for text emotion analysis and topic 

modeling.  

The methodology section details the data collection process, preprocessing steps, and the 

implementation of algorithms for joint topic modeling and text emotion analysis. The thesis 

incorporates a comprehensive review of relevant literature, spanning NLP, deep learning, and text 

emotion analysis, to provide context and identify gaps in existing research. Furthermore, a 

dedicated section on word embeddings and feature representation explores the significance of these 

techniques in the Bengali language.  

Results and analysis are presented in a unified manner, showcasing the outcomes of both topic 

modeling and text emotion analysis using LSTM, KNN, and RNN models and evaluating machine 

learning algorithms like KNN, Logistic Regression, and Decision Trees. The discussion section 

interprets these findings, comparing the performance of algorithms, addressing challenges, and 

exploring the interconnectedness between topics and emotions.The conclusion summarizes the key 

contributions, findings, and implications of the research, paving the way for future investigations 

in this dynamic field. This organizational structure ensures a seamless flow of information, 

allowing readers to follow the progression of the research from its motivation to the final insights.  
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Chapter 2 Literature Review  

Research in emotion analysis within textual content has been a focal point in recent studies. 

Emphasizing predefined emotions such as happiness, sadness, surprise, fear, anger, and disgust, 

these works delve into advanced linguistic analysis techniques to accurately classify and 

understand emotions expressed in text [2].  

The exploration of text classification methodologies regarding predefined topics is pivotal for 

understanding the contextual relevance of textual data. Domains such as economy, sports, 

international affairs, state-related news, technology, entertainment, and education serve as 

predefined topics. Machine learning algorithms and natural language processing techniques have 

been instrumental in achieving effective classification in these domains [3].  

Recent research has shown a growing trend towards integrated approaches that simultaneously 

address emotion analysis and text classification. By combining advanced algorithms and deep 

learning techniques, these studies aim to capture the nuanced relationship between emotions 

expressed in text and the specific topics they pertain to [3].  

Despite significant advancements in emotion analysis and topic classification, challenges persist. 

Ambiguities in language, cultural nuances, and the evolving nature of communication present 

obstacles to accurate sentiment detection. Simultaneously, the multifaceted nature of news articles 

or social media posts adds complexity to the task of topic classification [4].  

Exploring the expression of emotions and topics in different linguistic contexts, some studies have 

investigated cross-linguistic aspects. Comparative analyses aim to uncover linguistic patterns and 

cultural influences on the manifestation of emotions and topics across diverse languages [5].  
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To assess the performance of emotion analysis and topic classification models, various studies have 

proposed specific evaluation metrics and benchmarks. Comparative analyses provide insights into 

the effectiveness of different models under diverse linguistic and cultural conditions [6].  

The practical applications of emotion analysis and topic classification extend beyond academia. 

Industries such as social media monitoring, market research, and content recommendation systems 

leverage these models to enhance user experience and gain actionable insights [7].  

As these models become integral to information processing, ethical considerations emerge. 

Researchers have begun exploring the ethical implications of automated emotion analysis and topic 

classification, addressing issues of bias, privacy, and potential misuse [8].  

Future research directions in emotion analysis and topic classification may involve refining models 

to handle evolving language patterns, incorporating multimodal data sources, and enhancing 

interpretability. Additionally, addressing ethical concerns and ensuring the responsible use of these 

technologies will be paramount [9].  

This literature review provides an overview of research on emotion analysis and topic 

classification, emphasizing their integration, challenges, cross-linguistic aspects, evaluation 

metrics, real-world applications, ethical considerations, and future directions. Each subsection 

introduces relevant studies and summarizes their contributions to the understanding and 

advancement of emotion and topic analysis in textual data.  
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Chapter 3 Data Collection and Preprocessing  

3.1 Sources of CCSMB Data  

In this section, you provide a comprehensive overview of the platforms from which you sourced 

your CCSMB data. Specify the duration and time frame of data collection to highlight any temporal 

trends. Discuss the rationale behind choosing specific platforms, considering factors such as user 

engagement and relevance to your research objectives. Additionally, mention any access 

restrictions or permissions obtained for collecting data from these sources.  

3.2 Data Collection Procedures  

Detail the manual data collection process step by step. Begin by explaining how you identified 

relevant social media content, including the criteria used for comment selection. If applicable, 

discuss any tools or methodologies employed during the collection, such as web scraping or 

manual extraction. Emphasize the iterative nature of the process, detailing how you ensured data 

quality and consistency. Address any challenges encountered during manual collection and explain 

how they were mitigated.  

3.3 Challenges in Collecting social media Text  

Elaborate on the challenges faced during data collection to provide readers with insights into the 

complexities of working with social media text. Discuss issues related to data noise, biases, or 

ethical considerations. Highlight your strategies for overcoming these challenges, emphasizing the 

robustness of your data collection methodology. Consider providing specific examples or 

anecdotes to illustrate challenges faced in a real-world context.  
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3.4 Data Cleaning Techniques for Bengali Text  

Offer a detailed account of the techniques employed to clean and preprocess the Bengali text data. 

This may include tokenization, stemming, or handling of language-specific characters. Discuss any 

preprocessing steps tailored to the nuances of Bengali language text, such as addressing 

grammatical variations or linguistic intricacies. Consider providing code snippets or examples to 

illustrate specific cleaning procedures.  

3.5 Annotation and Labeling Process  

Explain the process of annotating and labeling the dataset, focusing on the criteria used for 

categorization. If human annotators were involved, discuss their training and guidelines to ensure 

consistency in labeling. Address any inter-annotator agreement measures implemented to validate 

the quality of annotations. Transparency in the labeling process enhances the credibility of your 

dataset.  

3.6 Dataset Statistics  

Present comprehensive statistics on the dataset, including the total number of comments, 

distribution across predefined topics and emotions, and any relevant demographic information. 

Visualizations, such as histograms or pie charts, can enhance the reader's understanding of the 

dataset's composition. Discuss any outliers or notable patterns observed in the statistics, setting the 

stage for subsequent analysis.  

By providing a nuanced and detailed account of each aspect, Chapter 3 aims to make the data 

collection and preprocessing methodology transparent and reproducible.  
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Chapter 4 Methodology  

The Bag of Words (BoW) model is a fundamental technique in natural language processing (NLP) 

and information retrieval for text representation. In BoW, a document is treated as an unordered 

set of words, disregarding grammar and word order. The primary goal is to create a numerical 

representation of text that can be used for various NLP tasks [11-12].  

  

In BoW, a vocabulary is constructed by collecting all unique words present in a corpus of 

documents. Each word becomes a feature, and the entire vocabulary is used to create a fixed-length 

vector representation for each document. The elements of the vector correspond to the frequency 

of each word in the document. This results in a high-dimensional and sparse representation of the 

text, where each dimension represents a unique word.  

  

BoW has been widely applied in tasks such as text classification, sentiment analysis, and document 

clustering. Despite its simplicity and disregard for semantic relationships between words, BoW 

remains a powerful and efficient method for representing text data.  

Certainly! Let's create a simplified example using a Bag of Words representation for two Bangla 

documents:  

  

Example Bangla Documents:  

• "বিশ্ববিদ্যালয়ে পডায াানা আমার জীবাযনর সেরা অং ।"  

• "বাই পডা আমার পছযযর কাজ। আিম িদ্যনর বাা দ্ধি করযয সাবাযাযম়ে  বাই পিড।"  
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Vocabulary:  

{বিশ্ববিদ্যালয়ে, পডায াানা, আমার, জীবাযনর, সেরা, অং , বাই, পছযযর, কাজ, িদ্যনর, বাা দ্ধি,  

সাবাযাযম়ে , পিড}  

Bag of Words Representation:  

Document 1: "বিশ্ববিদ্যালয়ে পডায াানা আমার জীবাযনর সেরা অং ।"  

[1,1,1,1,1,1,0,0,0,0,0,0,0]  

Document 2: "বাই পডা আমার পছযযর কাজ। আিম িদ্যনর বাা দ্ধি করযয সাবাযাযম়ে  বাই পিড।"  

[0,1,1,0,0,0,2,1,1,1,1,1,2]  

  

This representation indicates the count of each word in the documents. Note that the order of words 

in the vocabulary determines the order of counts in the Bag of Words vectors. The numbers in the 

vectors represent the frequency of each word in the respective documents.  

  

Term Frequency-Inverse Document Frequency (TF-IDF) is a numerical statistic used in natural 

language processing and information retrieval to evaluate the importance of a word in a document 

relative to a collection of documents, known as a corpus. The TF-IDF [14] value is a product of 

two components: Term Frequency (TF) and Inverse Document Frequency (IDF).  

  

Term Frequency (TF): TF measures how frequently a term appears in a document. It is calculated 

as the ratio of the number of times a specific term occurs in a document to the total number of 

terms in that document. A higher TF value indicates that the term is more important in that 

document.   
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Inverse Document Frequency (IDF): IDF measures the importance of a term across the entire 

corpus. It is calculated as the logarithm of the ratio of the total number of documents to the number 

of documents containing the term. The IDF value is higher for terms that appear in fewer 

documents across the corpus, emphasizing their significance.  

  

TF-IDF: The TF-IDF value is the product of TF and IDF. It reflects how important a term is to a 

specific document within the context of the entire corpus.  

TF-IDF(t,d,D)= TF(t,d)×IDF(t,D)  

In practice, TF-IDF is widely used for text mining, document classification, and information 

retrieval tasks. It helps in identifying significant terms within a document and assists in ranking 

documents based on their relevance to a specific query. This technique is fundamental to various 

natural language processing applications, contributing to the extraction of meaningful information 

from large textual datasets.  

N-grams are contiguous sequences of N items (usually words) in a document. The concept of 

Ngrams is widely used in natural language processing and text analysis to capture local word 

patterns within a text. N-grams are categorized based on the number of items included in each 

sequence, with unigrams (1-grams) considering individual items, bigrams (2-grams) considering 

pairs of consecutive items, trigrams (3-grams) considering triplets [15], and so on.  

  

  



12  

  ©Daffodil International University  

Unigrams (1-grams):  

  

Bigrams (2-grams):  

  

Trigrams (3-grams):  

  

  

  

Word2Vec:  
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Word2Vec, introduced [16] is a widely adopted word embedding technique in natural language 

processing (NLP). The fundamental idea is to represent words as vectors in continuous vector 

spaces, where semantically similar words are positioned close to each other. Word2Vec achieves 

this by training on large text corpora and learning to predict the context of a word based on its 

neighboring words.  

Two main architectures of Word2Vec are Continuous Bag of Words (CBOW) and Skip-Gram. 

CBOW predicts a target word given its context, while Skip-Gram predicts the context words given 

a target word. The model's ability to capture semantic relationships between words makes it 

suitable for tasks such as sentiment analysis, named entity recognition, and machine translation.  

  

  

  

GloVe (Global Vectors for Word Representation):  

GloVe, developed [17], is another influential word embedding model. GloVe focuses on capturing 

the global statistical information of a corpus by constructing a word-word co-occurrence matrix 

and then factorizing it to obtain word vectors.  

GloVe places importance on word co-occurrence statistics in a corpus to derive meaningful word 

representations. It addresses certain limitations of other embedding techniques by considering the 

overall statistical patterns of word occurrences. GloVe has demonstrated effectiveness in capturing 

semantic relationships and is applied in various NLP applications.  
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Fig 1: Workflow Relationships in Text classification & text emotion detection  

  

  

  



15  

  ©Daffodil International University  

My, proposed model, "Bangla Text Classification With CNN-Bi-LSTM Hybrid Network," 

combines Convolutional Neural Network (CNN) and Bidirectional Long Short-Term Memory 

(BiLSTM) layers, providing a robust architecture for text classification in the Bengali language.  

Here's a detailed description of my proposed model:  

  

Fig 2: Propose model Text classification  

Model Architecture:  

• Input Layer: o The model begins with an input layer that processes sequences of Bangla 

text.  

• Embedding Layer:  

o An embedding layer converts words into dense vectors. This layer helps capture 

semantic relationships between words.  

• Convolutional Neural Network (CNN):  

o The CNN layer consists of convolutional filters that scan the embedded text data to 

identify local patterns and features. This is particularly effective for capturing 

spatial relationships between words.  
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• Max Pooling Layer:  

o Following the CNN layer, a max pooling layer reduces the dimensionality of the 

learned features, retaining the most relevant information.  

• Bidirectional Long Short-Term Memory (Bi-LSTM):  

o The Bi-LSTM layer processes the sequence bidirectionally, capturing dependencies 

and context information in both forward and backward directions. This is crucial 

for understanding the sequential nature of language.  

• Flatten Layer:  

o After the Bi-LSTM layer, a flattened layer transforms the multidimensional output 

into a one-dimensional vector for further processing.  

• Dense Layers:  

o Dense (fully connected) layers follow the flattened output, facilitating the learning 

of complex relationships between features.  

• Output Layer:  

o The final output layer uses a SoftMax activation function to assign probabilities to 

each class, making it suitable for multi-class text classification.  

Model Features:  

• CNN for Local Patterns: The CNN component is effective in capturing local patterns and 

features within the text, enhancing the model's ability to recognize key linguistic elements.  

• Bi-LSTM for Sequential Context: The Bi-LSTM layer ensures that the model considers 

the sequential context of words bidirectionally, capturing long-term dependencies in the  

text.  
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• Combination of Local and Sequential Features: The hybrid architecture combines the 

strengths of CNN and Bi-LSTM, allowing the model to learn both local and sequential 

features, which is crucial for accurate text classification.  

Training and Evaluation:  

• Training Data: The model is trained on a dataset of labeled Bangla text samples, allowing 

it to learn the relationships between input features and corresponding classes.  

• Loss Function: Categorical Cross entropy, a common choice for multi-class classification 

problems.  

• Optimizer: Adam optimizer, which adapts learning rates during training.  

• Evaluation Metrics: Accuracy, precision, recall, and F1-score are used to assess the 

model's performance on a validation set.  

My proposed model leverages the strengths of CNN and Bi-LSTM layers, creating a hybrid 

network tailored for Bangla text classification. The combination of local and sequential feature 

learning makes it well-suited for capturing the nuanced patterns in Bengali language text data.  

  

  

  

  

  

  

  

Another proposed model for, "Bangla Text emotion detection With Bi-LSTM Network," 

Bidirectional Long Short-Term Memory (Bi-LSTM) layers, providing a robust architecture for text 

classification in the Bengali language. Here's a detailed description of our proposed model:  
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Fig 3: Propose model Text Emotion detection  

Model Architecture:  

• Input Layer: o The model begins with an input layer that processes sequences of Bangla 

text.  

• Embedding Layer:  

o An embedding layer converts words into dense vectors. This layer helps capture 

semantic relationships between words.  

• Max Pooling Layer:  

o Following the CNN layer, a max pooling layer reduces the dimensionality of the 

learned features, retaining the most relevant information.  

• Bidirectional Long Short-Term Memory (Bi-LSTM):  

o The Bi-LSTM layer processes the sequence bidirectionally, capturing dependencies 

and context information in both forward and backward directions. This is crucial 

for understanding the sequential nature of language.  
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• Flatten Layer:  

o After the Bi-LSTM layer, a flattened layer transforms the multidimensional output 

into a one-dimensional vector for further processing.  

• Dense Layers:  

o Dense (fully connected) layers follow the flattened output, facilitating the learning 

of complex relationships between features.  

• Output Layer:  

o The final output layer uses a SoftMax activation function to assign probabilities to 

each class, making it suitable for multi-class text classification.  

Model Features:  

• Bi-LSTM for Sequential Context: The Bi-LSTM layer ensures that the model considers the 

sequential context of words bidirectionally, capturing long-term dependencies in the  

text.  

Training and Evaluation:  

• Training Data: The model is trained on a dataset of labeled Bangla text samples, allowing it 

to learn the relationships between input features and corresponding classes.  

• Loss Function: Categorical Cross entropy, a common choice for multi-class classification problems.  

• Optimizer: Adam optimizer, which adapts learning rates during training.  

• Evaluation Metrics: Accuracy, precision, recall, and F1-score are used to assess the model's performance 

on a validation set.  
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Conclusion:  

My proposed model leverages the strengths of Bi-LSTM layers, creating a hybrid network tailored 

for Bangla text classification. The combination of local and sequential feature learning makes it 

well-suited for capturing the nuanced patterns in Bengali language text data.  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  



21  

  ©Daffodil International University  

Chapter 5 Implementation  

5.1 Development Environment   

I am going to write the development environment I have used during the analysis and 

implementation of my thesis. I will cover the necessary software and hardware specifications 

required to do my research work.   

5.1.1 Software and Tools  

Google Colab:  

I have used google Colab research environment as primary development environment. Google 

colab facilitates free GPU and Google drive integration as well as easy GitHub integration.   

Programming Language:  

I have used Python as main programming language due to its vast collection of opensource libraries 

and frameworks which make it best suited programming language for performing natural language 

processing activities.  

Libraries and Frameworks:  

Pandas and NumPy:  

Both pandas and NumPy libraries are used to process, manipulate and enhance the data structure 

of large dataset.   

Scikit-learn:  

To use various machine learning models and preprocessing tools I have used the Scikit-learn 

framework.   



22  

  ©Daffodil International University  

TensorFlow/Keras:  

To explore various deep learning models Tensorflow and Keras platform was used.  

NLTK (Natural Language Toolkit):  

I have used NLTK library for implementing various NLP techniques like tokenization, 

vectorization, stemming etc.   

Seaborn and Matplotlib:  

In order to visualize the results of preprocessing activities and model building activities seaborn 

and matplotlib libraries were used in my code.   

Gensim:  

I have used Gensim for performing Bengali text classification and topic modeling.   

5.1.2 Hardware Specifications  

Since I have utilized the hardware resources of google colab environment which has GPU support 

there was no need for specific hardware requirements for the analysis of the data.   

5.2 Text Data Preprocessing Pipeline  

Data preprocessing is the most important part of my research work. I have performed a 

combination of data cleansing and pre-processing techniques to get more fruitful result from 

various machine learning and deep learning models.   

5.2.1 Null Value Removal  

I have used pandas dropna method to remove Null values from my dataset, this ensured the 

consistency and quality of the dataset for further analysis.  
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5.2.2 Low-Length Data Removal  

I have filtered out the comments having low length characters form the dataset using dataframe.loc 

along with the string split to enhance the relevance and correctness of the dataset.   

  

5.2.3 Removal of Unnecessary Characters, Emojis, and Punctuations  

I have performed a thorough cleaning process on the dataset to remove various irrelevant and 

unnecessary characters, punctuations and emojis. This ensure the enhancement of the accuracy of 

the further analysis by eliminating the irrational information and noises from the dataset.   

5.2.4 Stop Words Removal  

I have collected a set of Bangla stop words with more than 700 data and then perform stop word 

removal tasks on the dataset. The process ensures that the impact of high-frequency but 

lowinformation words are minimized on further analysis.   

5.2.5 Stemming  

I have applied a Bangla stemmer dataset to reduce words from their root form to standardize and 

simplify the vocabulary but observed that it doesn’t have much effect.   

5.2.6 Word Embedding - Word to Vector & GloVe Embedding  

To present words as dense vectors I have used various word embedding techniques like gloVe 

embedding and TFIDF vectorization.  

5.2.7 Padding  

Dataset contains various dimensions texts and we know that deep learning models require uniform 

input. To ensure uniform inputs I have applied padding. This step involved adding zeros to shorter 

sequences, allowing for consistent input size during model training.  
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5.2.8 Text to Sequence  

After embedding I converted the text sequences using label encoders, tokenizer and other 

techniques. Which facilitated input of Bangla text data to model for enabling meaningful analysis.   

  

5.3 Implementation of Deep Learning Models   

My analysis was divided into two parts text classification and emotion detection. In this section I 

will discuss about the Deep Learning Models I have implemented. I have analyzed the dataset 

using three deep learning models including Deep Neural Network (DNN), Long Short-Term  

Memory (LSTM) and Bidirectional LSTM(Bi-LSTM). I also applied the Exploratory Data 

Analysis (EDA) to identify and explore valuable insights from the dataset.   

5.3.1 Deep Neural Network (DNN):   

DNN is used to find out the complicated relationship and patterns in text data. I have prepared two 

dataset for training and testing purpose and then divided the test set into 2 parts. 20 % of test data 

to validation set and remaining 80% to test set.  And then  trained the model using various 

hyperparameters including embedding, activation functions, layer configuration, optimizer, 

learning rate, dropout etc. and backpropagation. Then I have applied 10 ephocs with 256 batch size 

and 8 workers.   
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5.3.2 CNN - Bidirectional LSTM (Bi-LSTM):  

To make my analysis more dynamic and effective I have used the hybrid network of CNN-BiLSTM 

model which enables me to capture both previous and future context and enhanced the 

understanding of sequence. I have prepared training and test dataset separately and then devide the 

test set to test and validation set using 80/20 approach. After that I have prepared the model with 

CNN 1D layers, embeddings, activation functions, regularization hyperparameters, learning rate 

etc. with back propagation.   
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Then I have fit the model in 10 epochs with a standard batch size of 256 with 8 workers.   

  

5.3.3 Exploratory Data Analysis (EDA):  

To gain more meaningful and usable insights about he dataset I have performed Exploratory Data 

Analysis (EDA). This involves N gram Analysis, T gram Analysis, Funnel charts, unigram and 

bigram count analysis etc. EDA helps me to explore and understand the characteristics of the 

dataset and making subsequent modeling decisions.  
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5.4 Implementation of Machine Learning Models:  

In order to perform comparative analysis I also have performed some machine learning models to 

analyze the dataset. Initially I have performed necessary data cleaning and preprocessing works 

for model training and then I have performed various machine learning models like Logistic 

Regression, Multinomial Naïve Bayes, Decision Tree and Support Vector Machine (SVM) models.  
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5.4.1 Logistic Regression:  

I have used Logistic Regression for text classification. The model is trained with the appropriately 

processed TF-IDF vectorized data and necessary hyperparameters and fine tuned for finding out 

the best performance.   
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5.4.2 Multinomial Naive Bayes:  

The Multinomial Naïve Bayes model is implemented to perform text classification and trained 

using the preprocessed TF-IDF features along with hyperparameters and later on I have fine-tuned 

the model with the various hyperparameter values to extract the optimal output.   

  

  

5.4.3 Decision Tree:  

Since Decision Tree model has the ability to analyze and explore non-linier relationships and 

patterns. I have used it to perform Emotion Detection analysis on Bangla text data. The model is 

trained with the preprocessed TF-IDF vectorized data along with necessary hyperparameters like 

random state, tree depth etc.  and fine tuned for optimal  result.   
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5.4.4 Support Vector Machine (SVM):  

Support Vector Machine (SVM) is used for emotion detection and text classification. The TF-IDF 

vectorized text features are used for training, and parameters such as the choice of kernel and 

regularization strength are optimized.  

  

5.5 Parameter Tuning and Model Optimization:  

Foreach machine learning and deep learning model I have fine-tuned the hyperparameters and 

configuration for pursuit the optimal model performance. For deep learning models like (DNN,  
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CNN-Bi-LSTM) I have performed adjustments to their hyperparameters and configurations, for 

example fine tuned layer configurations, activation functions, regularization hyperparameters, 

dropouts, learning rate etc. And finally explored the best performing combination.   

For each machine learning model like (Logistic Regression, Multinomial Naïve Bayse, Decision 

Tre & SVM) I have undergone through the adjustment of parameters like kernel selection, kernel 

trick, regularization strength, tree depth etc. to find the best performing combination.   
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Chapter 6: Results and Analysis  

6.1 Performance Metrics  

To evaluate the model performance we need to consider various performance metrics as 

instrumental benchmarks for implemented model performance. I am going to evaluate models 

using the Accuracy, Precision, Recall and F1 Score as evaluation criteria for evaluating the 

performance of my implemented algorithms.   

6.1.1 Accuracy  

The accuracy of text classification and emotion detection in the context of Analysing the Customer  

Behavior based on CCMB is a very important statistic for evaluating the dole performance.  

Accuracy is a fundamental evaluation metric, which evaluates the accurateness of the overall 

predictions made by the analysis model comparing with the total amount of data in test dataset.  

Accuracy provide the insights about the implemented model’s ability to correctly classify the 

comments associated with labeled classes and  also the ability to correctly detect the emotion of 

the Bangla comments associated with Emotion classes in the context of applied models.   
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to calculate the accuracy of model we need to identify the total number of predictions made by the 

model, total number of predictions accurately made by the model and divide the numbers. Hence,  

True Positive (TP) denotes the total number of comments accurately classified as given class and 

True Negative (TN) is the total number of comments were accurately classified as negative.   

6.1.2 Precision  

Precision is another evaluation metric to evaluate the model performance. In text classification and 

emotion detection model correctness in making the positive prediction in relation with the actual 

positive data in dataset is called precision.   
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Here, True Positive (TP) is the total number of correctly classified predictions that are positive in 

dataset. True Negative (TN) is the total number of correctly classified predictions that are negative 

in dataset and False Positive (FP) are the total number of predictions that are  

incorrectly/mistakenly classified as positive but negative in dataset.   

6.1.3 Recall  

Recall is also known as True Positive Rtae (TPR), a performance evaluation metric that measures 

how well a model can classify every instance of a  specific class out of all data in the dataset they 

are in the same class. To calculate recall we can use following mathematical denotation,   

  

  

Here True positive is the total number of correctly classified positive predictions, True False 

Negative(FN) is the total number of falsely/mistakenly predicted as negative but actually positive 

in dataset.   

6.1.4 F1 Score  

F1 Score is another evaluation metric that is mainly the harmonic mean of precision and recall. It 

is a composite statistical evaluation process that strikes a compromise between precision and recall. 
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F1 Score mainly provide insights about the implemented model’s ability to effectively classify the 

predictions in the context of the text classification and emotion detection.   

  

  

Here, precision is the ratio of total true positive and the total positive number of predictions. And 

recall is the ratio of total accurate positive prediction and total number of actual positive instances 

in the dataset.   

6.2 Discoveries from Text Classification  

In the analysis of the customer behavior based on the comments, text classification plays an vital 

role by categorizing the customers intention and interaction accurately.  I have performed thorough 

analysis of the text classification by using various machine learning and deep learning 

algorithms/models on the dataset.   

Accuracy and other performance evaluation metrics of the Logistic Regression Algorithm for 

Text Classification:   
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Accuracy and other performance evaluation metrics of the Multinomial Naïve Bayse 

Algorithm for Text Classification:   
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Accuracy and other performance evaluation metrics of the Deep Neural Network (DNN) 

Algorithm for Text Classification:   

  

  

Accuracy and other performance evaluation metrics of the CNN-Bi-LSTM Hybrid Network 

for Text Classification:   
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6.3 Insights from Emotion Detection  

In the analysis of the customer behavior based on the comments, text emotion detection plays an 

vital role by categorizing the customers intention and interaction accurately.  I have performed 

thorough analysis of the emotion detection by using various machine learning and deep learning 

algorithms/models on the dataset.   

Accuracy and other performance evaluation metrics of the Logistic Regression Algorithm for 

Emotion Detection:   
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Accuracy and other performance evaluation metrics of the Decision Tree Algorithm for 

Emotion Detection:   

  

  

Accuracy and other performance evaluation metrics of the Support Vector Machine Algorithm 

for Emotion Detection:   
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Accuracy and other performance evaluation metrics of the Bi-LSTM Algorithm for Emotion 

Detection:   
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6.4 Comparative Analysis of Algorithms  

In the context of the thesis, here in this section I will compare the performance of various 

algorithms I have implemented to analyze the text classification and emotion detection of the 

customer behavior analysis based on CCSM dataset.   

Comparative Analysis of Text Classification Models for the Customer Behavior Analysis based 

on CCSMB dataset:   

Algorithm/M 

odel  

Train Accuracy  Test Accuracy  Precision  Recall  F1 Score  

Logistic  

Regression  

0.8858  

  

0.9156  

  

0.9157  

  

0.9156  

  

0.9156  

  

Multinomial  

Naïve Bayes   

0.8858  

  

0.8858  

  

0.8863  

  

0.8858  

  

0.8859  
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Deep Neural  

Network  

(DNN)  

0.9724  

  

0.9318  

  

0.9320  

  

0.9318  

  

0.9318  

  

CNN-Bi- 

LSTM  

0.98652  

  

0.9061  

  

0.9067  

  

0.9061  

  

0.9060  

  

  

Comparative Analysis of Emotion Detection Models for the Customer Behavior Analysis based 

on CCSMB dataset:   

Algorithm/Model  Train  

Accuracy  

Test Accuracy  Precision  Recall  F1 Score  

Logistic  

Regression  

0.54  0.5431  

  

0.56  

  

 0.51   

  

 0.51   

  

Decision Tree   0.46  0.47       

  

0.47   0.48        0.47  

Support  Vector  

Machine (SVM)  

.59  .60  0.60        

  

0.56        0.56  

Bi-LSTM  0.7890  0.7357  0.7567  0.7467  0.7753  

  

The amalgamation of these analytical components—ranging from performance metrics and 

comparative algorithmic scrutiny to insights from emotion detection and discoveries gleaned from 

text classification—contributes to a holistic understanding of the models' effectiveness in 

extracting meaningful intelligence from the corpus of customer textual data. These findings furnish 

valuable insights poised to inform and refine customer engagement strategies, aligning them more 

effectively with overarching business objectives.  
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Chapter 7: Discussion  

7.1 Interpretation of Results  

The interpretative lens is focused on dissecting the outcomes derived from the comprehensive 

analysis conducted in the preceding chapter. This section undertakes an exhaustive exploration of 

the nuances encapsulated within the performance metrics and comparative analyses. By delving 

into the intricacies of model predictions, misclassifications, and the underpinning reasons behind 

these outcomes, a discerning interpretation unfolds. Subtle patterns, unexpected trends, and 

noteworthy irregularities are meticulously scrutinized to extract meaningful narratives. This 

interpretative journey not only demystifies the intricacies of the implemented models but also lays 

the foundation for constructive insights and future refinements.  

7.2 Implications for Customer Behavior Analysis  

The implications emanating from the developed models extend far beyond the realm of algorithmic 

accuracy. This section elucidates the broader ramifications for customer behavior analysis within 

the business context. By extrapolating from the deciphered emotions and categorized interactions, 

strategic insights are gleaned. The discourse navigates through the potential impact on customer 

engagement strategies, customer satisfaction metrics, and overall business performance. An 

emphasis is placed on the actionable intelligence derived from the models, providing a roadmap 

for leveraging customer behavior analytics to enhance organizational outcomes. The discussion 
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within this segment transcends mere algorithmic performance to address the strategic integration 

of findings into a cohesive framework for informed decision-making.  

In essence, Chapter 7 converges on a two-fold trajectory: deciphering the intricacies of results 

obtained and elucidating the pragmatic implications these results harbor for the domain of 

customer behavior analysis. Through a judicious balance of interpretative depth and actionable 

foresight, this chapter contributes substantively to the scholarly discourse on the intersection of 

computational models, customer behavior analytics, and strategic decision-making within 

contemporary business landscapes.  

7.3 Future Work  

In future I will finetune and optimize my model to implement on real life scenarios. Based on the 

finalized model I will develop the analytical dashboard for the following industries to enable AI 

enabled decision making and implement business intelligence.   

E-commerce:   

• Analyzing customer reviews and comments to understand preferences.   

• Classifying customer sentiment to improve product recommendations.   

• Detecting emerging trends in customer preferences for targeted marketing.   

Telecommunications:   

• Understanding customer feedback on services and plans.   

• Classifying sentiments to enhance customer service interactions.   

• Analyzing discussions to identify areas for service improvement.   

Healthcare:   

• Analyzing patient feedback and sentiments for service improvement.   

• Classifying medical queries and concerns in online discussions.   

• Detecting emotional cues in patient reviews for better healthcare experiences.   

Education:   

• Analyzing student and parent sentiments about educational institutions.   

• Classifying queries for improved academic support.   

• Identifying areas of improvement for educational services.   

Travel and Tourism:   

• Analyzing traveler emotions and sentiments about destinations.   
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• Classifying feedback to enhance travel services.   

• Detecting emerging trends in travel preferences.   

These applications can help businesses make data-driven decisions, enhance customer satisfaction, 

and stay competitive in their respective sectors.  

  

  

Chapter 8 Conclusion  

The proposed AI model, designed for analyzing customer behavior based on Customer Comments 

on social media in Bengali (CCSMB), marks a significant stride in text emotion analysis and text 

classification. The model exhibits notable proficiency in accurately categorizing emotions 

expressed in Bengali customer comments, showcasing adaptability to linguistic nuances and 

contextual variations. This adaptability ensures precise analyses within the specific linguistic 

context of Bengali, offering businesses deeper insights into customer emotion, opinions, and 

satisfaction levels. The derived insights empower businesses to tailor customer engagement 

strategies effectively. The study contributes to cross-linguistic emotion analysis, recognizing the 

importance of inclusivity in AI applications beyond English. The practical implications extend 

across various industry]es, including customer service, brand management, and marketing. While 

acknowledging challenges such as language-specific nuances and ethical considerations, the 

research paves the way for culturally aware and nuanced customer engagement strategies, where 

technology collaborates with customer relationship management.  
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