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With the advancement of Internet technologies and the rapid increase of World Wide Web applications, there has been tre-
mendous growth in the volume of digital data. Tis takes the digital world into a new era of big data. Various existing data
processing technologies are not consistent and scalable in handling the complexity as well as the large-size datasets. Recently, there
are many distributed data processing, and programming models have been proposed and implemented to handle big data
applications. Te open-source-implemented MapReduce programming model in Apache Hadoop is the foremost model for data
exhaustive and also computational-intensive applications due to its inherent characteristics of scalability, fault tolerance, and
simplicity. In this research article, a new approach for the prediction of target labels in big data applications is developed using a
multiple linear regression algorithm and MapReduce programming model, named as MR-MLR. Tis approach promises op-
timum values for MAE, RMSE, and determination coefcient (R2) and thus shows its efectiveness in predictions in big
data applications.

1. Introduction

Linear regression is one of the most important prediction
algorithms in statistics and machine learning. It is a well-
understood algorithm that intends to build a linear asso-
ciation that exists between two attributes, namely, the de-
pendent and the independent attributes. In the past years,
the regression method has been widely used in forecasting,
prediction, batch process analysis, and chemical calibration
[1–5]. Multivariate linear regression (MLR) attempts to
create a model to show the relationship between two or more
attributes of a given domain [6–10].

In recent days, the regression algorithm has been widely
used in data-intensive big data applications for prediction as
well as classifcation. To improve the scalability, runtime
management, and computational efectiveness, there are

several parallel programming frameworks that implement
classifcation and prediction techniques in a distributed
environment. Google’s MapReduce framework [11] was the
revolutionary parallel programming tool to handle big data
applications, built on its own distributed fle system, Google
File System (GFS) [12]. Te MapReduce was a very popular
tool in the parallel programming paradigm because of its
scalability, simplicity, throughput, and fault tolerance [13].
Hadoop MapReduce is one of the publicly available and
extensively used open-source frameworks for large-scale
data processing [14], which supports many levels of pro-
gramming details such as block storage, task scheduling,
data management, fault tolerance, and load balancing. Te
various statistical andmachine learning algorithms that were
developed for sequential execution in a single-machine
context have been modifed to run concurrently in multiple
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machines in the cluster computing environment. Apache
developed a set of machine learning libraries supported by
the MapReduce model [15] called Mahout, and Yahoo uses a
MapReduce-based programming model to analyze their big
data [16] generated by their e-mail, news, sports, fnance,
entertainment, and shopping applications. Urbani et al. [17]
implemented a MapReduce-based Web-scale inference en-
gine (WebPIE) for the semantic web scalable ontology
reasoning [18]. Tey demonstrated its performance on a
Hadoop cluster with 64 nodes using Bio2RDF, LLDLSR, and
LUBM datasets [18]. Ding et al. [19] developed a MapRe-
duce-based multilayered massive data query processing
system over the Skyline smart transportation dataset.

In cloud computing environment and commodity
clusters, the distributed data processing MapReduce pro-
gramming model is the best choice for data-intensive
analysis due to its simplicity, scalability, and any complex
tasks that can be parallelized in the underlying computing
resources [20–22]. Currently, the MapReduce runtime is
available as a cloud service in the cloud environment; one
can easily build a data processing application [23]. Wang
et al. [24] developed a MapReduce-based random forest
machine learning algorithm called PaRFR (parallel random
forest regression) for regression analysis in large-scale
population genetic association studies, which involves
multivariate traits.

Ashiq et al. [25] integrated the MapReduce framework
with the graphics package OpenCV to process video streams
in the cloud computing environment and showed that the
performance of the system is better in terms of processing
time. Yaseen et al. [26] demonstrated a cloud-based, par-
allelized, completely automated video stream processing
system capable of handling large numbers of video streams
in a short period of time. Swapnil et al. [27] proposed a novel
architecture to use Hadoop-based image interfacing system
[28] for processing a large number of images which are
executed on a Hadoop cluster concurrently and deliver el-
evated throughput. Jatmiko et al. [29] developed a Map-
Reduce framework to analyze the biomedical images which
detect breast and brain cancer. Huang et al. [30] demon-
strated Hadoop-based parallel processing for remotely
sensed images. Maillo et al. [31] adopted the MapReduce
programming model for k-nearest neighbor (MR-kNN)
prediction as well as the classifcation algorithm. Te out-
come from the research shows that the experiment is
scalable, has an exact parallel implementation, and achieved
a good computational time as compared with the sequential
version of k-NN.

1.1. Te Contributions of Tis Research Paper

(i) A distributed machine learning multivariate linear
regression model to process massively large-sized
datasets is proposed

(ii) We executed experiments to show the scalability of
the proposed model and compared it with a
standalone sequential implementation of the linear
regression algorithm

(iii) We evaluated the performance of the proposed
research model for diferent split ratios of training
and testing samples

2. Materials and Methods

2.1. Multivariate Linear Regression. A multivariate linear
regression model with ’n’ predictor variables x1, x2, . . . xn

and a response variable ’y’ can be written mathematically as
follows:

y � β0 + β1x1 + β2x2 + . . . + βnxn, (1)

wherey represents the predicted or expected value of the
response/dependent variable, x1 through xn are ’n’ distinct
independent variables, β0 represents the intercept value of
the regression model, βi is the ith regression coefcient that
decides the used weight by the equation on the ith inde-
pendent attribute to give the estimated output.

MLR has two procedures, model building through
learning and prediction. Learning a multivariate linear re-
gression model is defned as estimating the values of the
intercept and regression coefcients used in the model
representation with a dataset considered. Given the coef-
cients, if we substitute in values for all the input variables, the
learned model will give us the predicted values of the re-
sponse variable.

3. The Proposed MapReduce Algorithm

Te objective of making a machine learning algorithm is to
enable an algorithm to gain knowledge from the past data,
i.e., past or present events and gains knowledge, and the
knowledge is represented as a model. Te learned model is
used to compose predictions or classifcations/decisions
regarding unidentifed upcoming events. Figure 1 depicts
the fow of the proposed MR-MLR algorithm, and the two
phases of the algorithm are described as follows.

3.1. MapReduce-I for Training. Te mapper program reads
the training instances from the underlying distributed fle
system HDFS and computes the correlation that exists
among the regression variables, the intercept value, and the
coefcients for all attributes in the training dataset. Te
reducer program collects the intercept values and coef-
cients for all the attributes and computes the average value of
it. From the intercept and regression coefcients, a dis-
tributed learned MR-MLR is constructed for the given
training instances.

3.2. MapReduce-II for Prediction/Classifcation. Te mapper
program of MapReduce-II reads the test dataset instances
from the underlying distributed fle system HDFS and
predicts the values of the response/predictor variables. Tis
mapper also calculates the various measures pertaining to
the prediction of the response/predictor variable for all the
instances, and these measures are passed to the reducer
component of the Mapreduce-II. Te reducer part collects
diferent performance metrics for the diferent blocks of data
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from the map tasks and computes the average value of the
diferent performance metrics.

3.3. Hadoop Implementation of MapReduce-I. Te instances
are distributed uniformly among all the partitions, and each
partition contains ‘m/s’ instances approximately. For each
partition, a separate map task is created, and the regression
coefcients are computed. Algorithm 1 presents the working
fow of the map task operation. Te reducer task reads the
partially generated results computed by all instances of the
map job and generates the average value of all the regression
coefcients, as shown in Figure 2. Te number of reducer
tasks is smaller than the number of map roles in the system,
which is due to the fact that only a small portion of the
proposedMR-MLR algorithm is implemented in the reducer
component. Finally, the reducer constructs a distributed
machine learning model and writes the model into HDFS.
(Algorithm 2)

3.4.Hadoop ImplementationofMapReduce-II. Te input test
dataset TD with ‘z’ instances and ‘n’ columns is partitioned
into ‘s’ splits named as p1, p2,. . ., ps in the underlying HDFS
of Hadoop. For every block/partition, a separate map task is
created and the machine learning model constructed in the
MapReduce-I is validated as given in Algorithm 3. Finally,

the reducer computes the average value of all the perfor-
mance metrics as given in Algorithm 4 and writes the result
in HDFS.

4. Experimental Setup

4.1. Datasets Description. In this proposed research work,
four datasets from the UCI machine learning repository are
used. Te characteristics of each dataset are tabulated in
Table 1 and shown in Figure 3.

4.2. Performance Measures

4.2.1. Mean Absolute Error (MAE). Tis shows a direct
variation between the preferred and predicted target output
values.

MeanAbsolute Error(MAE) �
1
N

􏽘

N

i�1
xi − yi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌. (2)

4.2.2. Mean Square Error (MSE). Tis measures the varia-
tion between the target of a model and what is going to be
predicted pertaining to the target attribute.

Start

Map Reduce Model for Training

Map Reduce – II for Prediction/Classification
MR-MLR Model for Prediction of Test Samples

Measuring the prediction Performance of MR-
MLR Model

Stop the process

Test
Dataset

Training
Dataset

Construct Map Reduce Multivariate Linear
Regression (MR-MLR) Model

Figure 1: Flowchart of the proposed MR-MLR algorithm.
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Mean square error(MSE) �
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4.2.3. Root Mean Square Error (RMSE). Tis measures the
square root of the quadratic mean of the variations among
the predicted and anticipated values of the intention feature.
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�������������

1
N

􏽘

N

i�1
xi − yi( 􏼁

2

􏽶
􏽴

. (4)

4.2.4. Determination Coefcient (R2). Tis parameter as-
sesses the mode in which the model estimates the actual
information, which appraises the predictability grade of the
model. Te higher R2, the more efcient the developed
model. Te value of R2 is usually between 0 and 1. For
example, if R2 �1 means, the model fts very well, i.e., all the
data points lie on the straight line.

Determination coeff icient R2
􏼐 􏼑 � 1 −

􏽐
N
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2

􏽐
N
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. (5)

Training dataset

Map-1

Reducer-1

Output the
Prediction Model

Reducer-2

Map-2 ……‥ Map-5

HDFS

HDFS

HDFS

Reduce

Map

Partitioned training dataset (p1, p2, p3… ps)

Collect the Intercept values and coefficients for each partitioned
dataset and generate the key-value pairs for intermediate results

Construct a combined Multivariate Linear Regression Model for
prediction

Intermediate Results generated by the Map Task

Figure 2: Hadoop implementation of MapReduce-I.

Function MAP-1 (training dataset)
Begin

Input: training dataset D with m instances and n attributes
Partition the dataset D into s partitions as p1, p2, p3. . ... ps
Read x_train[], y_train for each partitioned dataset

Compute intercept and correlation coefcients for each block of instances
Convert it into (key, value> pair as<Dataset_id, (intercept, coefcients)>

Output<Dataset_id, <(intercept, coefcients[])>
end

ALGORITHM 1: Map function of MapReduce-I.
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5. Experimental Result Analysis

(i) First, we compare the distributed learning MR-MLR
model performance metrics with the standalone se-
quential learning MLR model as given in Section 5.1

(ii) Second, we analyze the scalability performance of
the MR-MLR model, as reported in Section 5.2

(iii) Finally, we check the infuence of the split ratio of
training and testing samples in the performance
metrics of the MR-MLR model, as described in
Section 5.3

5.1. Comparison ofMR-MLRModel with the StandaloneMLR
Model. Initially, we run the standalone sequential mul-
tivariate linear regression method among all four datasets,
which is used as a baseline for comparison. To do this, 10%
of the samples are chosen arbitrarily from each dataset and
trained in the standalone MLR model. Te model is
trained with 80% of samples and tested with 20% of
samples. Te intercept, regression coefcients, and per-
formance metrics are recorded. It is observed that there
are four map tasks that have been created for each subset
dataset, and all four map tasks learn the correlation among

Function MAP-II (testing dataset)
Input: testing dataset TD with k instances and n attributes
Partition the dataset TD into z partitions as p1, p2, p3. . ...ps
Read x_test[], y_test for each partitioned dataset

Predict y_predict with the MR-MLR model
Convert it into (key, value> pair as<Dataset_id, (y_predict, y_test)>

Output<Dataset_id, (y_predict, y_test)>
End

ALGORITHM 3: Map function of MapReduce-II.

Function REDUCE-1(MAP-I output)
read<Dataset id, (intercept, coefcients[]> from HDFS

for i� 1 to s partitions
sum_intercept+� intercept

end for
for i� 1 to s partitions

for j� 1 to n attributes
sum_coefcients[]+� coefcients[]
end for

end for
compute avg_intercept, avg_coefcients[]
construct a learned MR-MLR model
output<MR-MLR model>

end

ALGORITHM 2: Reduce function of MapReduce-I.

Function REDUCE-1I (MAP-II output)
read<Dataset_id, (y_predict, y_test)>
for all the z partitions

compute MSE, RMSE, and determination coefcient (R2) from y_predict and y_test
fnd the average value of MSE, RMSE, and determination coefcient (R2)
output<Dataset id, (MSE, RMSE, and determination coefcient (R2)>

end

ALGORITHM 4: Reduce function of MapReduce-II.

Table 1: Summary description of the used datasets.

S. No. Dataset #Attributes #Data types #Instances #File size (MB) #Year
1 Combined cycle power plant 4 Multivariate 9568 1.93 2014
2 Wave energy converters 49 Multivariate 288000 123 2019
3 Year prediction MSD (subset of million song dataset) 90 Multivariate 515345 433 2011
4 Superconductivity data 81 Multivariate 21263 26.8 2018
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the attributes and compute the regression coefcients on
the given input dataset. Table 2 shows the intercept values
generated by the map task process executed in the Hadoop
cluster environment. Te reduce task process collects all
the regression coefcients and computes the average
values. Te MR-MLR model is constructed with the help
of the regression coefcients generated from the Map-
Reduce-phase I implementation.

Te MapReduce-II implementation validates the model
constructed in the earlier phase with 20% of the test dataset
samples. Te performance is measured with the various
parameters and the results are tabulated and compared with
the standalone MLR model performance, as shown in
Table 3.

From these tables, we can observe the following:

(i) Te regression coefcient intercept obtained from all
the four map tasks, its average value is nearly the
same as the value obtained from the standaloneMLR

model, which indicates that parallelism on data
processing is highly efcient

(ii) Tere is not much deviation from the baseline values
in the performance metrics MAE, RMSE, and the
determination coefcient (R2) of the MR-MLR
model when compared with the standalone MLR
model

5.2. Scalability. To study the scalability of the proposed
MR-MLR algorithm, the infuence of dataset split, and
distribution on performance metrics, the input fle is
divided into <s> subsets of the same-sized fles with a
balanced distribution of instances. We run our experi-
ment on all the four datasets with s � 6, 8, 10, 12, 14, and
16. Tere are about <s> map tasks initiated for each
dataset processing, and each map task computes the
correlation coefcients.

Test Dataset

Map-1

Reducer-1

Output the average
performance metric

Reducer-2

Map-2 …… Map-5

HDFS

HDFS

HDFS

REDUCE

MAP

Partitioned Test dataset (p1, p2, p3… ps)

Predict the value of the dependent variables using the
Multivariate Linear regression model

Compute the and performance metrics MSE, RMSE and
Determination coefficient (R2)

Intermediate prediction results generated by the Map Task

Figure 3: Hadoop implementation of MapReduce-II.
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Initially, we set s� 6 and execute the experiment in the
cluster on all four datasets. Te intercept values from each
map task are converted in to< dataset id, (intercept, re-
gression coefcient)> key pair. Te reducers receive the
intercept, regression coefcients, and their average values
are computed. Afterwards, a learned MR-MLR is con-
structed with the computed intercept coefcients and
standard deviations. Similarly, the experiment is repeated

with s� 8, 10, 12, 14, and 16 and the results obtained are
shown in Table 4.

Te MR-MLR model constructed from the average
values of intercept and coefcients in MapReduce-I is tested
with the test dataset. Te performance metrics obtained
from the experiments are shown in Tables 5–7.

According to these tables, we can conclude the
following:

Table 2: Regression coefcient intercept values (s� 4).

Dataset
Intercept values generated by the map tasks

Average intercept value
Map-1 Map-2 Map-3 Map-4

Combined cycle power plant 7.12E− 04 7.93E− 04 8.72E− 04 8.29E− 04 8.02E− 04
Wave energy converters 2.45E− 04 3.15E− 04 2.75E− 04 3.30E− 04 2.91E− 04
Year prediction MSD 4.15E− 04 3.92E− 04 3.85E− 04 4.13E− 04 4.01E− 04
Superconductivity data 1.24E− 04 2.43E− 04 1.99E− 04 2.12E− 04 1.95E− 04

Table 3: Comparison of performance measures of standalone MLR and MR-MLR (s� 4).

Dataset No. of samples
Intercept Mean absolute

error (MAE)
Root mean square
error (RMSE)

Determination
coefcient (R2)

MLR MR-MLR MLR MR-MLR MLR MR-MLR MLR MR-MLR
Combined cycle power plant 957 7.93E− 04 8.02E− 04 2.9145 3.3294 4.3289 4.14021 0.90898 0.89805
Wave energy converters 28800 2.89E− 04 2.91E− 04 13.1246 12.8326 436.2986 425.9171 0.98129 0.99938
Year prediction MSD 51534 3.98E− 04 4.01E− 04 17.6717 18.1748 643.7491 643.7491 0.99212 0.99473
Superconductivity data 2126 1.88E− 04 1.95E− 04 10.0976 10.1901 123.5647 124.7320 0.99834 0.99973

Table 4: Regression coefcient intercept (average) and standard deviation (average) values.

Dataset
Average intercept value Average standard deviation value

s� 6 s� 8 s� 10 s� 12 s� 14 s� 16 s� 6 s� 8 s� 10 s� 12 s� 14 s� 16
Combined cycle
power plant 8.06E− 04 8.28E− 04 8.09E− 04 8.13E− 04 8.30E− 04 8.00E− 04 4.14 4.76 4.64 4.17 4.52 4.92

Wave energy
converters 3.07E− 04 3.35E− 04 3.00E− 04 3.23E− 04 3.06E− 04 3.37E− 04 42.93 43.03 42.23 42.53 42.93 43.33

Year prediction MSD 4.12E− 04 4.15E− 04 4.02E− 04 4.23E− 04 4.23E− 04 4.10E− 04 64.74 65.14 65.44 64.24 63.54 64.44
Superconductivity
data 2.25E− 04 2.47E− 04 2.32E− 04 2.13E− 04 2.13E− 04 2.32E− 04 12.89 12.349 13.29 12.34 13.12 13.43

Table 5: Performance metrics: mean absolute error (MAE).

Dataset
Mean absolute error (MAE)

s� 6 s� 8 s� 10 s� 12 s� 14 s� 16
Combined cycle power plant 3.64322 4.32675 4.23487 3.89432 4.21264 4.10233
Wave energy converters 13.56213 13.94356 12.98244 13.32156 13.45322 13.76454
Year prediction MSD 20.23987 20.34224 20.52124 20.10224 20.02311 20.56440
Superconductivity data 11.99002 12.54097 12.12105 11.87220 12.10990 12.23154

Table 6: Performance metrics: root mean square error (RMSE).

Dataset
Root mean square error (RMSE)

s� 6 s� 8 s� 10 s� 12 s� 14 s� 16
Combined cycle power plant 4.47402 4.86432 4.91286 4.98186 4.67547 4.76547
Wave energy converters 434.45364 456.90675 466.12191 445.12911 439.41254 447.65445
Year prediction MSD 621.23901 676.90870 632.12909 656.23191 643.45324 653.21524
Superconductivity data 125.76329 129.96409 122.12396 131.67596 133.23763 127.36776
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(i) TeHadoop cluster is capable of generating as many
map tasks based on the availability of processor
cores in the research cluster and the size of datasets

(ii) Te MR-MLR model is scalable to handle any
number of instances, map tasks, and reduce tasks
provided sufcient number of CPU cores in the
cluster

(iii) Te performance metrics MAE, RMSE, and the de-
termination coefcient (R2) of the MR-MLR model
vary as 33.3% (from s� 6 to s� 8), 25% (from s� 8 to
s� 10), 20% (from s� 10 to s� 12), 16.7% (from s� 12
to s� 14), and 12.5% (from s� 14 to s� 16) when the
<s> value increases for all the four datasets

5.3. Infuence of Training and Testing Split Ratio on Perfor-
mance Metrics. To analyze the infuence of the split ratio of
training and testing samples on performance metrics, we
have chosen the percentage of training samples in the dataset
as 50%, 60%, 70%, 80%, and 90%. Te efectiveness of the
designed MR-MLR model is measured in a 64MB HDFS
confguration, and <s> is set as 4. From Figure 4, it is

Table 7: Performance metrics: determination coefcient (R2).

Dataset
Determination coefcient (R2)

s� 6 s� 8 s� 10 s� 12 s� 14 s� 16
Combined cycle power plant 0.87995 0.86453 0.88615 0.87716 0.88715 0.88718
Wave energy converters 0.99865 0.97213 0.98672 0.98237 0.97817 0.98987
Year prediction MSD 0.98755 0.98213 0.98782 0.98712 0.97828 0.98978
Superconductivity data 0.99754 0.98324 0.99128 0.98783 0.98763 0.98975
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concluded that the mean absolute error (MAE) gradually
decreases when the training sample size increases. In the case
of the year prediction MSD dataset, there is a rapid fall in
mean absolute error (MAE) as compared to the other three
datasets.

Figure 5 shows that the root mean square error (RMSE)
is very less in the case of the combined cycle power plant
dataset, which is due to the less number of training samples
as compared with the other three datasets. As the ratio of
training samples increases, R2 reaches 1, which indicates that
the model fts very well with the chosen dataset, as shown in
Figure 6.

6. Conclusion

In this article, we have designed and developed a two-stage
MapReduce model called MR-MLR for the multivariate
linear regression statistical/machine learning based on
Apache Hadoop. Te constructed model is trained and
tested with large-datasets in the multinode Hadoop cluster
environment. Te use of the Hadoop framework enables us
with a scalable, fault tolerance, and runtime management
when dealing with a large dataset of millions of instances.
Te predictive efectiveness of MR-MLR is computed in
terms of mean absolute error, root mean square error, and
determination coefcient (R2). Te results obtained have
shown that the main achievements of MR-MLR are the
following:

(i) Tere is a consistency in terms of the MSE, RMSE,
and determination coefcient (R2) even when the
subset of the dataset increases

(ii) When the train and test sample split ratio increases,
the determination coefcient (R2) moves near 1,
indicating that the model learns and fts very well to
the given dataset

(iii) MR-MLR is a scalable, exact parallel approach as
many maps and reducers are instantiated and very
good performance metrics achievement in large-
sized big data applications.
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