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Abstract—Human Resource & Management (HRM) plays
a vital role in organizational operations. The HRM tries to
produce optimal output from human resources through workload
balance. One of the core factors of workload balance is stress
management. Although Deep Learning technology has introduced
revolutionary applications in different sectors, its application
in HRM is still nominal. This paper proposes an innovative
application of Deep Learning to classify stressed and satisfied em-
ployees automatically. This generalized adaptive method utilizes
quantitative measures which ensure unbiased classification with
88.40% accuracy and 0.8728 F1-score. The proposed network
outperforms similar approaches, paving the path to applying
Deep Learning based solutions to ensure a better workplace and
proper workload balance through an effortless automatic but
reliable stress classifier.

Index Terms—HRM, Deep Learning, Stress Classification,
Quantitative, Neural Network.

I. INTRODUCTION

Stress directly influences the overall productivity of or-
ganizations [1]. It is essential to maintain proper workload
balance to minimize the stage and maximize productivity.
And the responsibility of stress management falls upon the
HRM. Training, recreational opportunities, annual recognition,
bonuses on performance, and many other strategies are there
the HRM applies to keep the employees motivated and reduce
stress [2]. The first challenge of this endeavor is to identify
the stressed-out employees. Self-reporting, questionnaires, and
observation are three standard methods to identify stressed
employees [3]. These approaches have multiple drawbacks and
limitations. Deep Learning-based automatic stressed employee
classifier overcomes the limitations and removes the draw-
backs with the assurance of accurate classification proposed
in this paper.

First, the observational approach is entirely subjective and
varies from observer to observer [4]. Moreover, human psy-
chology is complex, influenced by many factors, and never
assures unbiased judgment [5]. That is why subjective human
observation never guarantees that the stressed-out employees
are detected correctly. Instead of subjective observation, a
quantitative method performs much more reliably in this
regard designed in this research. On the other hand, the
questionnaire-based approach leads to another complicated

challenge. It imposes a deadlock situation. Studies suggest that
when the identity is revealed, participants don’t respond truth-
fully in questionnaire-based approaches [6]–[8]. The HRM
must know the participants’ identities to discover and help
stressed employees. An automatic computerized system that
keeps the employee identity anonymous during the data pro-
cessing is a solution to this problem. Such an automatic system
has been designed, experimented with, and compared in this
paper.

The self-reporting is considered an effective way to identify
and help stressed employees [9]. However, it leaves scope for
system misuse. Unethical employees take advantage of such
a system to reduce their workload. One of the essentials in
stress management is quick response [10]. The HRM of a
large organization can easily be overloaded with stress-related
self-reports. Instant responses become a challenge and cause
of stress for the HRM team. Studies suggest that introverted
people are stressed out [11], [12]. It is also evident that
introverted people are less likely to express their problems
[13]. Altogether, it leads to the conclusion that self-reporting
imposes additional challenges and is not practical for certain
people who are more likely to be stressed. The deep neural
network proposed in this paper overcomes these challenges
and dissolves the complication the HRM faces in identifying
and helping stressed employees.

The main focus of this research is to solve an existing HRM
problem regarding stress management using deep learning.
The experiment and the endeavors of the researchers involved
in this paper contribute in:

• Novel Approach: Design, implementation, analysis, and
optimization of a deep neural network to automatically
classify stressed and non-stressed employees.

• Establishing Credibility: Discovering the proposed so-
lution’s credibility through statistical analysis and com-
parison with similar approaches.

• Problem Solving: Providing a solution to an existing
HRM-related problem and paving the path to further
research to develop the scientific branch of applied Deep
Learning in HRM.

The rest of the paper has been organized into five following
sections. The second section highlights and correlates our



approach with other existing research. The methodology used
in this research has been discussed in the third section. The
fourth section is about experimental results and performance
evaluation. After that, this paper’s limitations and future scope
have been discussed in section five. Finally, the paper has been
concluded in section six by summarizing the entire paper.

II. LITERATURE REVIEW

An innovative and practical approach to detecting human
stress using wearable sensors using a convolutional neural
network developed by Manuel Gil-Martin at el. classifies
stressed and non-stressed classes with 96.6% accuracy. Their
three fully connected networks receive bio-signals and make
predictions [14]. Although it is a practical application of deep
learning in stress classification, it is not a proper solution
to workplace stress classification. It is dependent on wear-
able sensors, which cannot be imposed in most workplaces.
Moreover, stress induced by personal life is not the subject
of interest of the HRM. However, the approach of [14] fails
to cluster different types of stress. The proposed methodology
uses deep neural networks to solve a real-world problem the
HRM faces regularly. It does not require the employees to wear
anything. As a result, it becomes more practical and effective
from an application perspective. The study by Anna-Maria
Hultén et al. points right on the problem that this paper deals
with. They used a Work Stress Questionnaire (WSQ) based
approach to discover the correlation between work stress and
future sick leave of the employees. This study shows that 36%
of the employees were on sick leave for more than 15 days a
year. And more than 72% of employees perceiving high stress
were on leave for more than 15 days a year. The experimental
result indicates a leave application caused by [15]. Although
the findings of this research are impactful, the WSQ method
suffers from honest responses [16]. There are instances when
the participants won’t be truthful, raising questions about the
overall integrity of the WSQ method [17], [18]. Moreover,
this is a manual and time-consuming process. The proposed
methodology is entirely automatic and thus faster than any
manual process. At the same time, there is no integrity issue
here because the participants have no discomfort or fear of
identity disclosure to others.

A deep learning-based stress prediction approach for im-
proving and bettering workplace conditions has been studied
by Yu Zhang et al. Their purpose and domain of interest
align with the research concentration of the proposed paper.
It introduces remarkably better results. However, the proposed
methodology of this paper achieved 88.40% accuracy, which
is 17.20% higher than Yu Zhang et al. Moreover, they did not
apply any data preprocessing. There are two variables in the
ESI (Employee Satisfaction Index) [19] dataset, which ranges
do not maintain coherence with the rest of the dataset. It is
essential to normalize these variables, which has been done in
the proposed paper.

Fig. 1. (a) Data splitting and (b) instance distribution

III. METHODOLOGY

A. Dataset

The Employee Satisfaction Index (ESI) dataset has been
used in this experiment. This dataset has 14 variables and
500 observations. Two variables are serial number and unique
employee ID. These two variables have no impact on employee
satisfaction prediction. That is why they have been removed
from the experimenting dataset. In the modified dataset, four
variables contain string datatype, and the rest of the eight
variables contain numeric data. The last variable, the target
variable, contains two classes identified by 0 and 1. The four-
string variables are department, employee location, education
status, and type of recruitment. Two variables, job level and
rating, are scaled from 1 to 5. The onsite and certifications
variables are categorical. There are only two categories. The
age and salary are numeric. However, these two variables con-
tain the most imbalanced data range. The mean normalization
[20] has been applied for age and salary variables to maintain
the data range balance using equation 1.

Onorm =
v − vmin

vmax − vmin
(1)

After normalizing the age and salary variable, the dataset
maintains a balanced range scale. Not every variable takes
part in predicting the target variable. That is why variables
without significant correlation with the target variable have
been removed. The table I lists a subset of the dataset before
and after normalization. It also gives the overall idea about
the variables of the dataset.

1) Data Splitting: The dataset has been split into training,
validation, and testing datasets by maintaining a 14:3:3 ratio.
There are total 500 instances in the dataset. Among these,
350 instances have been used for training, 75 for testing and
remaining 75 for validation. The dataset splitting and number
of instances in each group have been illustrated in figure 1.

The k-fold cross validation has been used to validate the
learning process. The experimental approach shows that the
learning process demonstrates optimal performance at k = 5.
A separate dataset for testing could not be managed because
of the scarcity of matured datasets. However, the test segment



TABLE I
A SUBSET OF THE DATASET BEFORE AND AFTER NORMALIZATION

Before After
Age Job Level Rating Online Awards Certifications Salary Age Job Level Rating Online Awards Certifications Salary
28 5 2 0 1 0 86750 0.2 5 2 0 1 0 1.00
50 3 5 1 2 1 42419 0.9 3 5 1 2 1 0.29
43 4 1 0 2 0 65715 0.6 4 1 0 2 0 0.66
44 2 3 1 0 0 29805 0.7 2 3 1 0 0 0.09
33 2 1 0 5 0 29805 0.3 2 1 0 5 0 0.09

Fig. 2. Caption

remained untouched and had not been used in training and val-
idation. It has been used for testing the network. This approach
assures the overall integrity of the proposed performance of
the experimenting network.

B. Network Architecture

This experiment has designed and optimized a fully con-
nected feed-forward deep neural network with 3 hidden layers
to predict employee satisfaction. The input layer has eight
nodes, and each hidden layer has 17 nodes. The Sigmoid
function [21] has been used as the activation function of hidden
and output nodes. The network is defined by equation 2.

Output = fs(

4∑
L=1

15∑
P=1

Fs((N
L
P ×WL

P ) + bL)) (2)

Here in equation 2, the fS stands for Sigmoid function.
The NL

P means the node of layer L located at position P. The
WL

P represents the weight of layer L and position P. The bL
expresses the bias of layer L. The network has been illustrated
in the figure 2.

C. Optimizer Selection

We experimented with four different optimization algorithm
to train the network accurately and efficiently. These algo-
rithms are Nesterov Accelerated Gradient, Adaptive Gradient
Algorithm (Adagrad), Adaptive Delta (Adadelta), and Adap-
tive Moment Estimation (ADAM). Among these four, the
ADAM gives the best result. To apply the ADAM optimizer,
we calcuated the exponentially weighted average gradient
descent using equation 3.

wt+1 = wt − αmt (3)

TABLE II
THE VALUES OF THE EVALUATION MATRICES

Evaluation Matrix Value Percentage
Accuracy 0.884 88.40%
F-measure 0.8728 87.28%
Precision 0.9087 90.87%
Recall 0.8379 83.79%
Phi coefficient 0.7685 76.85%

Here, the mt is defined by equation 3.

mt = βmt−1 + (1− β)[
δL

δwt
] (4)

The Adaptive Moment Estimation (ADAM) optimizer [22]
we used is defined by equation 4.

IV. EXPERIMENTAL RESULTS AND EVALUATION

A. Evaluation Metrics

In this experiment, the accuracy (equation 5), F-measure
(equation 6), precision (equation 7), and recall (equation 8)
have been used as the evaluation matrices.

Accuracy =
TP + TN

TP + TN + FP + FN
(5)

F1 =
2 ∗ Precision ∗Recall

Precision+Recall
(6)

Precision =
TP

TP + FP
(7)

Recall =
TP

TP + FN
(8)

B. Experimental Result

The experimental results have been evaluated using a con-
fusion matrix illustrated in figure 3. The True Positive (TP),
False Positive (FP), True Negative (TN), and False Negative
(FN) have been calculated from it. Later, these values have
been used to calculate the accuracy, F1 score, precision, recall
and ϕ-coefficient and listed in table II. Here on the confusion
matrix of figure 3, we have 174 true positives, 21 false
negatives, 20 false positives, and 143 true negative values.



Fig. 3. The confusion matrix analysis

Fig. 4. Performance evaluation through Receiver operating Characteristic
(ROC) curve

C. Performance Evaluation

The Receiver operating Characteristic (ROC) curve illus-
trated in figure 4 demonstrate the ability of the proposed net-
work to perform binary classification accurately. It represents
the True Positive Rate (TPR) against the False Positive Rate
(FPR). The Area Under the Curve (AUC) of the classifier is
0.958. That means if we randomly pick a set of instances, the
probability of getting TPR is 95.8% and the FPR is 4.2%.
It proves that the classification by the proposed classifier is
reliable.

D. Performance Comparison

Although facial recognition-based attendance systems have
become common nowadays, it is a fraction of the diverse op-
erations performed by HRM professionals. The application of
deep learning in human resource management is still an under-
explored domain. To the best knowledge of the researchers
working on this paper, only one well-written comparable paper

TABLE III
PERFORMANCE COMPARISON

Sequence Algorithm Accuracy F1 Score
1 Zhang et al. [17] 71.20% 68.60%
2 SVM 60.90% 57.90%
3 DT 54.20% 50.06%
4 NB 68.44% 63.70%
5 Proposed 88.40% 87.28%

Fig. 5. Caption

by Zhang et al. [19] is available in this field. The performance
of our proposed method has been compared with this paper.
It has been compared with Support Vector Machines (SVM)
[23], Decision Tree (DT) [24], and Naı̈ve Bayes (NB) [25] as
well. The result of the comparison has been tabulated in table
III.

The performance comparison demonstrates that the pro-
posed network’s accuracy and F1 score outperform similar ap-
proaches. Figure 5 illustrates this comparison. It demonstrates
the significant improvement in the accuracy and F1 score of
the proposed method over existing algorithms.

V. LIMITATION AND FUTURE SCOPE

The proposed method demonstrates remarkable achievement
in improving the accuracy and F1-score in employee satisfac-
tion classification using deep learning technology. However,
like any system in this universe, it is not immune to limitations.

1) Dataset Invariant Approach: The first limitation is the
dataset invariant approach. The HRM datasets are companies’
assets,, and usually,, they are not disclosed. As a result, no
other applicable dataset was used to evaluate the network
performance. Although the performance was evaluated based
on a test dataset, which has not been used during the training
or validation, testing the network with another dataset would
increase the credibility of the proposed method. However, an
initiative has been taken to collect relevant data from some or-
ganizations with the identity non-disclosure agreement. These
datasets will be used in the future to evaluate the performance
of this proposed methodology further.

2) Comparison Limitation: The performance of the pro-
posed network has been compared with four different classi-
fiers. Among these four classifiers, only Zhang et al. [19]. was
published research. The rest of the three were tested during the



experiment. No relevant research has been discovered during
the performance comparison. That is why the performance has
been compared with a limited number of algorithms. However,
initiatives have been taken to replicate this proposed method
using other classification algorithms, which will be compared
with this proposed network in future.

3) Binary Classification: The proposed network is limited
to binary classification. There are employees who are not com-
pletely dissatisfied nor fully satisfied with their job. However,
it has not been addressed in this paper. The purpose behind
not extending the network to multiclass classification is the
scarcity of relevant datasets. The research team of this paper
is actively working on developing a dataset for multiclass
classification, which will be published in subsequent papers.

The limitations of the proposed methodology are caused
by the scarcity of relevant datasets and a limited number
of published research on the application of deep learning
in HRM. However, the outstanding performance dims the
limitations of the approach. Despite limitations, the research
team of this experiment considers these as an opportunity for
further research.

VI. CONCLUSION

Employee satisfaction is a crucial factor in organiza-
tional productivity. However, assuring it is a challenging task
for Human Resource Management. Computer-assisted, deep
learning-based automatic systems have become state-of-the-
art solutions for challenging tasks where human intelligence
and sentiment are essential. A successful application of such
technology has been uncovered in this paper. The innovative
design of the four-layer deep neural network with fifteen
nodes in each layer has demonstrated a good accuracy of
88.40% in stressed and non-stressed employee classification.
The performance has been evaluated using the ROC curve,
PR AUC curve, gain curve, and K-S Statistics to ensure the
approach’s credibility. It has been compared with the existing
research as well. The performance, evaluation, and comparison
demonstrate the network proposed in this paper as the best
performing workplace stress classifier. It paves the path for
adapting deep learning technology to HRM applications.
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