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Abstract— ADHD, a neurodevelopmental disorder 
characterized by hyperactivity, inattention, and impulsivity, has 
many detrimental impacts and is out of proportion to age. 
ADHD causes executive failure and emotional instability, which 
can lower academic performance. We propose a machine 
learning and artificial intelligence-driven approach to diagnose 
and early detect this disease and assist ADHD medicine. SVM, 
logistic regression, XGBoost, AdaBoost, and two deep learning 
models were applied to our dataset (ANN and CNN). Our ANN 
model had 99% accuracy in dependability, expandability, and 
generalizability. We plan to use our machine learning 
technology to enhance ADHD diagnosis and treatment for 
everyone. 

Keywords—ADHD,Machine-learning, ANN, Implementation, 
Diagnosis 

I. INTRODUCTION  
The most important details are the need for accurate 

diagnoses, inadequate development, and lack of attention 
disorder (ADH) as a major threat to the public's capacity to get 
accurate diagnoses. ADHD is defined by a pattern of chronic 
inattention and/or impulsive conduct that interferes with 
functioning or development. Symptoms of ADHD may occur 
between the ages of 3 and 6 and can include hyperactivity-
impulsivity, poor academic achievement, workplace 
difficulties, and failing personal relationships. Significant 
correlations exist between the Stroop effect and the ADHD 
score and smartphone or tablet use. 18-24-year-old men had 
the greatest prevalence of ADHD and are more prone to use 
digital gadgets for over 6 hours each day. Treatment and 
treatment of ADHD should be prioritized to improve daily 
performance and reduce depression. 

II. CURRENT DIAGNOSIS METHODS OF ADHD 
The current comprehensive assessment for ADHD should 

include a comprehensive history of the patient's primary 
symptoms, a bio-psychosocial evaluation, medical records, 
and rating scales for ADHD behavior. Additionally, any 
family history of ADHD or co-occurring disorders should be 
recorded. Machine learning may be a better alternative to 
diagnosing and treating ADHD, as it can extract information 
from data that humans are unable to do. However, there is still 
bias to support the use of psychological and pharmacological 

interventions for treating primary ADHD symptoms. We 
proposed a solution to the most common treatment for ADHD 
in adults, psychostimulants, and used machine learning, deep 
learning, and deep neural networks to extract the optimal 
quantity of data and enhance it with data gathered in the future. 
We concluded that the new system can be implemented to 
better assist medical fields that deal with ADHD and to better 
diagnose the disease as early as possible. 

III. LITERATURE REVIEW 
Hybrid strategy of machine learning and expert knowledge 

models diagnose ADHD in adults with 95% accuracy, 
improving patients' health and well-being. [1] 

Authors evaluate AI-based diagnostic tools for 
neurodevelopmental and behavioral disorders, highlighting 
challenges of traditional diagnosis methods, suggesting 
further research for more accurate diagnostic biomarkers for 
early detection of ASD and ADHD. [2] 

Long-term video EEG data from children with ADHD 
may improve diagnosis and lead to more precise diagnostic 
tools and better treatment options by identifying the potential 
function of brain networks in the diagnostic process. [3] 

Machine learning model using EEG data achieves 84% 
accuracy in identifying children with ADHD, showing 
potential for using changes in brain activity as a diagnostic 
tool, while also highlighting behavioral differences between 
children with ADHD and typically developing children. [4] 

Light-GBM algorithm distinguishes control, ADHD, 
obesity, and pathological gambling participants with 80% 
accuracy, and CAARS-S tool holds promise for diagnosing 
adult ADHD and multiclassification of illnesses with ADHD-
like symptoms in clinical settings. [5] 

Pattern recognition used to differentiate between ADHD 
and control subjects through high- and low-frequency 
characteristics, and a machine-learning-based expert system 
built to evaluate ADHD therapy success, achieving an average 
accuracy of 0.999 with techniques such as Generalized Linear 
Model, Logistic Regression, Learning Techniques, and SVM 
classification.[6] 



Supervised and nature-inspired computing methodologies 
review major psychological problems, presenting a roadmap 
for future research on psychiatric diagnoses, and the random 
forest achieves the highest prediction accuracy of 92.8%.[7] 

83 ADD/ADHD affected youth and young adults undergo 
baseline evaluation, including rating scales, performance 
tests, MRI scans, and blood/urine measurement, with four 
machine learning techniques used, and support vector 
machine achieving 84.6% accuracy in forecasting 
methylphenidate response in an eight-week study. [8] 

A study used support vector machine to classify ADHD 
individuals with 92% accuracy using non-linear techniques 
and suggested that ERP subcomponents can be used to define 
clinical groups based on unique features.[9] 

The study reviews various diagnostic methods for ADHD 
using machine learning and deep learning, including MRI, 
EEG, HRV, questionnaires, CPT, RST, accelerometers, 
actigraphy, pupillometrics, genetics, social media, and AI, 
reporting an 87.2% accurate identification rate of ADHD 
patients.[10] 

Individuals with ADHD, particularly those with alcohol or 
drug abuse problems and antisocial disorders, are at higher 
risk of developing substance use disorder. Mental 
comorbidities, mood, and anxiety issues also contribute to 
substance abuse problems, which can occur in younger 
people. [11]. 

ADHD is a behavioral illness with symptoms such as 
inattention, impulsivity, and hyperactivity that can last from 
infancy to adulthood, potentially caused by genetic and 
environmental factors, with a high prevalence rate in children; 
treatment options include flavonoids, omega-3 and omega-6 
fatty acids, minerals, and B vitamins.[12] 

ADHD is a disorder characterized by inattention, 
impulsivity, and hyperactivity, affecting 5-10% of children 
globally, with impairments in social and occupational 
functioning, and commonly treated with therapies based on 
reward processing, which may induce elevated systemic 
oxidative stress; new studies suggest potential correlation 
between ADHD and pollutants exposure and lack of green 
space. [13] 

ADHD diagnosis and prescription sales are increasing 
globally, with the United States experiencing a rise in parental 
reports from 7.8% in 2003 to 11% in 2011 and then to 9.5% 
from 2011 to 2013.[14] 

Children's ADHD rates may be linked to high levels of air 
pollution and lack of green spaces; ADHD is prevalent in 5-
10% of kids and can lead to impairments in social, academic, 
and occupational functioning, and may be associated with 
oxidative stress.[15] 

A study of 192 children with ADHD aged 8 to 16 found 
that exposure to digital media during the pandemic affected 
core symptoms of ADHD, emotional state, life events, 
learning motivation, EF, and family environment, and those 
who met a threshold on the Young's internet addiction test or 
the Self-Rating Questionnaire for Problematic Mobile Phone 
Use were classified as having ADHD with problematic digital 
media use. [16] 

It discusses three-year research. 80% of studies passed. 
ADHD PRS, features, brain architecture, education, 
externalizing behavior, cognitive difficulties, physical health, 
and socioeconomic status were connected.[17] 

The purpose of this review is to bring attention to recent 
research on autism spectrum disorder (ASD), attention deficit 
hyperactivity disorder (ADHD), and the comorbid condition 
(ASD+ADHD), drawing attention to shared symptoms, 
diagnostic challenges, and therapeutic options.[18] 

A total of 366 individuals checked out the text and gave it their 
stamp of approval. The study of ADHD has been bolstered by 
a meta-analysis. These enable definitive statements on 
illnesses' characteristics, progressions, outcomes, causes, and 
therapies; hence, they help eliminate unnecessary stigma and 
misinformation.[19] 

Thirty percent of the children with ADHD improved 
significantly over the follow-up period, whereas sixty percent 
relapsed after the first phase. At the conclusion of the study, 
only 9.1% of the original sample had fully recovered 
(maintained remission). [20] 

Feature extraction for deep learning model training was 
achieved by multitaper and multivariate variational mode 
decomposition techniques. To classify ADHD, both the linear 
discriminant and the vector machine performed well. In 0.1 
seconds, the methods had a sensitivity of 95.54 percent when 
identifying 1210 test samples.[21] 

SNPs in SNAP25, DRD4, and ADGRL3 were studied to 
see whether they were associated with ADHD symptoms in 
Caribbean families.[22] 

A reduced-order model is created using Galperin fuzzification 
and the Euler-Lagrange principle. Galperin’s approach is used 
to calculate the van der Pol wake oscillation coefficients using 
a five-mode approximation.[23] 

Children with ADHD were split evenly between the 
hyperactive and non-hyperactive categories, with 50% each. 
Usability evaluations were also obtained, along with an 
overall diagnostic efficiency of 0.89 (sensitivity = 0.93, 
specificity = 0.86).[24] 

The study's overarching purpose is to establish a machine 
learning-based strategy to categorizing kids as either healthy 
or impacted by ADHD by identifying the most important risk 
factors for the disorder in kids.accuracy in classification of 
85.5%, specificity of 86.4%, and sensitivity of 84.4% were all 
attained by the RF-based classifier, as reported by the study. 
[25] 

IV. METHODOLOGY 
In this article, we will discuss how all of the procedures 

involved in putting all of the techniques into action were 
actually carried out. During the development process, the 
processes are used to design, develop, and implement new 
techniques and modify existing ones. Throughout the 
development process, each step and procedure are beneficial. 

Here in Fig 1. The whole Methodology process is visualized 
in a concise manner, We will Describe the whole process 
according to the diagram. 

 

 

 

 

 

 

 



 

Fig. 1. Methodology for the research process. 

A. Data Collection 
Data gathering techniques were created and interviewed with 
project doctors and senior supervisors. Age groups were 25–
30; 40–50; and 60–65. Data collection forms were produced 
and circulated. To grasp the issue, Google Form created 
dynamic questions. Data was stored with a partner in CSV 
format. After asking, findings were found in processes like 
source, collection approach, approval, realness, and 
avocation of inquiries. 

B. Data preprocessing 
Data preparation is the process of cleaning, categorizing 

and analyzing data from field surveys and other sources using 
a variety of tools and methods. Manual inspection is the initial 
step of any data preparation procedure, which includes the 
human assessment of missing values, data swapping issues, 
and incorrectly named features. There are no use of artificial 
intelligence or machine learning in this process, and the 
datasets we employ for algorithms have the potential to give 
birth to a wide variety of challenges: 

a. Null value handling: 

Several datasets have missing values. Missing data can 
affect machine learning algorithms and model accuracy. 
Python and Sklean helped us handle missing values in our 
dataset. We imputed missing data using basic techniques. 
This method was chosen since our dataset only contains 
categorical "Yes" and "No" values. Hence, the most 
common filling approach maximizes imputation. 

b. Data Class identification: 

Analyzing data classifies it. This human technique 
requires no identifying algorithm or machine learning. 
First, the necessity. All databases are not labeled. 
Machine learning uses two data kinds. labeled and not. 
Simple labels divide the data into two or more groups. 
Since we can't tell which data points belong to which 
class, unlabeled data can be difficult. So, the initial step 
is classifying each dataset row. For medical datasets, we 
must visit a licensed physician to validate classifications, 
etc. Our focus is the ADHD dataset. Information is 
collected using ADHD-symptom questionnaires. We 
meticulously identified and labeled all data. Data class 
assignment complete. 

c. Data type: inspection and encoding 

Data preparation encoding is crucial. It is not optional, 
although not all datasets require it. Machine learning 
encoding has two main types. label and one-hot encoding. 

Encoding represents. largely a string or object-type 
dataset that represents category data in numeric form. 
mostly numbers. 

Label encoding makes labels machine-readable. 
Machine learning algorithms may then identify the best 
labeling strategy. Preprocessing structured data for 
supervised learning is essential. Our dataset's questions 
have "yes" or "no" answers. Computers cannot calculate 
"yes" and "no" since they are strings. Label encoding will 
encode "yes" and "no" as 1 and 0, respectively. This tells 
the machine to interpret these words. We instruct the 
computer "yes" and "no." 

Another important encoding component follows. 
Category labels are numbers, as indicated above. Hence, 
if there are more than two categories, would the models 
not show one category as better and the data not be 
ordinal, despite our wishes? 

Since our ADHD dataset is merely "yes" and "no," we 
don't need to execute one hot encoding to remove any 
ordinal nature. 

C. Model Selection and implementation 
Machine learning and deep learning are two models used 
to analyze data. Deep learning models are used more for 
visual computer vision and higher-dimensional data than 
machine learning models for statistical data. Logistic 
regression, also known as logit regression, is a type of 
regression analysis used to calculate an outcome's 
likelihood in light of a variety of variables. The sigmoidal 
curve is used by the model to determine the probability of 
the event occurring. Formulas for the parabolic curve in 
its mathematical form include: 

𝑓(𝑥) =
𝐿

1 + 𝑒!"($!$!)
 

 
Here xo is the x value of the sigmoid mid-point 
L, the supremum of the values of the function; 
K, the logistic growth rate or steepness of the curve 
And here is the Sigmoid curve function 

𝑠(𝑥) =
1

1 + 𝑒!$ =
𝑒$

𝑒$ + 1 = 1 − 𝑠(−𝑥) 
 
SVM solves categorization problems using machine 
learning. Supervised learning regression and 
classification problems use it most. SVM finds the 
optimal line that divides n-dimensional space into classes 
to classify subsequent data points. The sigmoid curve 
calculates and divides ADHD risk into two classes, but 
the results seem too perfect. To feed the network a vector 
of input feature data and compute a one-dimensional 
vector of labels, a linear kernel with a gamma value of 0.7 
is preferred. SVM selects hyperplane vectors, hence its 
name. All SLVM, hyper plane, and support vector 
formulas are calculated. 
Hyperplane equation can be easily written as: 

𝐻:𝑤&(𝑥) + 𝑏 = 0 
 

b = Bias term and intercept of the hyperplane equation 
The hyperplane would always be D -1 operator in In D 
dimensional space. 

 



For instance, a hyperplane is a straight line (1-D) for 2-D 
space. 
The distance of a hyperplane from any point: 

𝑑'2𝜙(𝑥()4 =
5𝜔&2𝜙(𝑥()4 + 𝑏5

‖𝜔‖)
 

 
Here ||w||2 is the Euclidean norm for the length of w given 
by: 

‖𝑤‖) =:8𝜔*) +𝑤)) +𝜔+) +⋯+𝑤,) 

 
Naive Bayes: 
Simple, effective Naive Bayes categorization. For 
millions of records with properties, use Naive Bayes. 
Naive Bayes performs well with textual data. Machine 
learning and statistics Our data is unique. The Naive 
Bayes classifier (NB) is a simple and effective way to 
learn from data without knowing the attribute 
distribution. maximize that. 
Bayesian theorem regulates Naïve Bayes classification 
logic: 

𝑃(𝐻|𝐸) =
𝑃(𝐸|𝐻) ∗ 𝑃(𝐻)

𝑃(𝐸)  

Here :  
P(E|H) : Likelihood that the evidence supports the 
hypothesis  
P(H|E) : posterior probability 
P(E) : prior probability of the evidence is true 
P(H) :  probability of hypothesis 
As for the implementation details, we used the base 
classifier. 
Decision Tree and Random Forest: 
Decision tree and Random Forest are functionally 
identical, however only decision tree is user-friendly and 
computationally costly. Others argue that a random forest 
is one type of decision tree and may be better. You decide. 
Decision tree and random forest accuracy are 95% and 
96%. Decision trees have a 13-depth limit, while random 
forests have 7. The impurity measure—the decision 
criterion for dividing and categorizing—is the most 
crucial aspect of any decision tree. 
For example, the GINI  impurity formula is: 

𝐺𝐼𝑁𝐼 = 1 −A
-

./*

(𝑃.)) 

 
These are the models that form the basis of our machine 
learning analysis. There are other external, independently 
developed algorithms that are used to classify our dataset. 
they are : 
Ada-Boost : 
A machine learning technique utilized in the ensemble 
method is called AdaBoost, sometimes named "adaptive 
boosting." Decision trees with a single split or one-level 
decision trees, are the approach that the users choose to 
utilize with AdaBoost. "Decision stumps" are another 
name for them. A big shortcoming of AdaBoost is that it 
has no mechanism for selecting the best features to use in 
making predictions. However, since our dataset is so 
restricted and regulated, we do not need it with 100 
estimators. 
Deep learning algorithms: 

Due to their ability to mimic human learning, deep 
learning algorithms provide a more accurate and efficient 
means of categorization. Although we largely used the 
fundamental ANN and CNN methodologies, these neural 
networks are really far more involved than they first seem 
to be. More effectively, we used CNN and ANN for our 
particular ADHD dataset. 
ANN: 
The artificial neural network (ANN) is the first method 
for deep learning. For us this method has a total of eight 
layers. Our dataset as well as the symptoms are associated 
with it are contained in the input layer, which is the 
topmost layer. 
CNN: 
The convolutional neural network (CNN) is the second 
method, and it is made up of both convolutional and 
recurrent layers. In order to properly create our layers, we 
started with a three-convolutional layer, then moved on to 
a batch normalization layer, and then finished with a max 
pooling and flattening layer. For the purpose of 
probability extraction, SoftMax activation is being used 
here 

D. Model buildign and training 
Machine learning models yield promising results, so we 
may use them to classify our dataset. We have taken all 
required steps to fine-tune our models to fit our dataset 
and get the most accurate results. The algorithms learn to 
divide ADHD symptoms into two categories. This use 
scenario prevents regression model use. Classification 
models are customized. 

E. Model Comparison and Best model selection 
The most significant facts of ANN, CNN, SVM, 
accuracy, and validation are that machine learning models 
with 100% to 99% accuracy are overfitted, and ANN and 
CNN models are DNN subtypes (deep neural networks). 
Accuracy matrices and prediction arrays can determine 
data bias and the optimum model. The ANN model is 
more accurate and reliable and may be used to train and 
assess performances throughout graph-view epochs. 
For this one we are using ANN First 

 
Fig 2. Training Accuracy and Validation Accuracy of 

ANN respect to epochs. 

 



Fig 3. Training loss and validation loss of ANN 
Now for the validation and training performance of the 
CNN model: 

 
Fig 4. Training and Validation Accuracy of CNN respect 

to epochs 

 

FIGURE 5. TRAINING LOSS AND VALIDATION LOSS OF 
CNN 

V. RESULT ANALYSIS 
The purpose of this work is to determine which machine 
learning or deep learning algorithm is the most effective for 
predicting ADHD symptoms. The open-source Scikit-Learn 
library of machine learning models was used, which 
integrates the functionality of NumPy, SciPy, matplotlib, and 
I Python Notebook into a single software tool. Accuracy is a 
measure of how well an algorithm can classify people with 
and without ADHD, and a range of accuracy is considered 
acceptable. The majority of algorithms obtain an accuracy 
between 95% and 98%, with the ANN model achieving the 
best accuracy, followed by the CNN algorithm and the 
Decision tree. The SVM and logistic regression is omitted. 
As it is visualized in fig 2 and 3 
The two accuracies of the deep learning models are also 
discussed. The question may arise that why deep learning 
approaches rather than machine learning are chosen: 
 

Table 1. Comparison of Deep learning models 
Model Accuracy 
ANN 99.% 
CNN 97.44% 

 
This here, Table 1 shows that the ANN model is much more 
effective for finding the possibility of ADHD rather than 
CNN. These models are not more than machine learning 
models in any sense. For example, the second table below 
shows that the most effective model of machine learning 
models is : 
 

Table 2. Comparison of best machine learning models. 
 

Model Accuracy 
svm 100% 

Logistic 
Regression 

99.67% 

 
Here in Table 2 the Comparison of the machine learning 
models are shown, From assessing the Data from this table, 
We came to the realization that the SVM and Log-Reg 
models of machine learning are more likely to be overfit than 
the deep learning models. This is the conclusion that we came 
to. We anticipate that the deep learning models will provide 
findings that are more generic than those produced by 
machine learning models. 
This is also to be anticipated from a clinical view, taking into 
consideration a significant amount of information that is both 
pertinent and targeted is now incorporated into the training 
through utilizing risk assessment, which is performed 
explicitly as a clinical activity. Because it is such a common 
method, there is a significant possibility of adverse effects 
occurring in a therapeutic setting when it is used. 
 

Table 3. Performance measure of all models. 
 

Model Accuracy 
SVM 100% 
ANN 99.19% 
CNN 98.9% 

Logistic regression 97.17% 
Decision tree 95.7% 

Random Forest 95.2% 
Naïve Bayes 94.0% 

 
The most important details to notice In Table 3 is about the 
accuracy of both ANN and CNN models are the model loss 
and accuracy. Model loss That is visualized in Fig 3 and 5 
respectively, is a concept that requires the selection of a loss 
function during model design and configuration to assess a 
potential solution in the context of an optimization technique. 
Model accuracy is a measure that represents the performance 
of a model across all classes and is estimated by dividing the 
total number of possibilities by the proportion of accurate 
forecasts. Implementation of ANN on our dataset yielded a 
model loss of 0.02 at the end of 25 epochs and a model 
accuracy of 99.99 percent, while the validation accuracy was 
0.98 or 98% respectively. At the conclusion of 52 epochs, our 
implementation of the CNN model produces a model loss of 
0.,0.02, while simultaneously achieving a model accuracy of 
$98, or 98%. 

VI. CONCLUSION & FUTURE WORKS 

To improve ADHD diagnosis, we're using AI. Machine 
learning and deep learning train models to predict ADHD 
based on symptoms. This technique reduces waiting lines, 

accelerates diagnosis, and expedites treatment. This strategy 
improves ability, transferability, adaptability, and precision 
based on machine learning method. An Android app with an 

AI algorithm is the main goal. 

This includes creating a form system with artificial 
intelligence model questions to diagnose ADHD. Knowing 
what percentage of problems can be solved automatically 

and what percentage require human intervention makes the 
AI system more successful. Yet, an AI system will diagnose 



easy situations, while more experienced clinicians will 
handle difficult cases. 
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