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Abstract—Indeed, Image Captioning has become a crucial 

aspect of contemporary artificial intelligence because it has 

tackled two crucial parts of the AI field: Computer Vision and 

Natural Language Processing. Currently, Bangla stands as the 

seventh most widely spoken language globally.  Due to this, image 

captioning has gained recognition for its significant research 

accomplishments. Many established datasets are found in English 

but no standard datasets in Bangla. For our research, we have 

used the BAN-Cap dataset which contains 8091 images with 

40455 sentences. Many effective encoder-decoder and Visual 

Attention approaches are used for image captioning where CNN 

is utilized for the encoder and RNN is used for the decoder. 

However, we suggested a transformer-based image captioning 

model in this study with different pre-train image feature 

extraction models like Resnet50, InceptionV3, and VGG16 using 

the BAN-Cap dataset and find out its effective efficiency and 

accuracy based on many performances measured methods like 

BLEU, METEOR, ROUGE, CIDEr and also find out the 

drawbacks of others model. 
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I. INTRODUCTION 

For image captioning, humans first look at the image and 
detect the object. Each human brain has a huge local language 
vocabulary. After detecting the object, it finds out the 
vocabulary of this respective object and generates a 
description of this image. This process is easier for humans 
but it needs some steps for our machine. For machines, it 
integrates two fundamental components of artificial 
intelligence, namely Computer Vision (CV) [1] and NLP [2]. 
When it comes to computer vision, various pre-trained CNN 
models [3] are employed to extort image features. These 
appearances are subsequently fed through an RNN [4] to 
generate captions utilizing the LSTM mechanism [5]. These 
days, there are several uses for picture captioning, including 
self-driving cars, social media, security and surveillance, 
travel and tourism, healthcare, robotics, and many more. 
Nowadays, the seventh most used language worldwide is 
Bangla [6]. For the huge number of populations, it is 
recognizable for significant research. 

However, this research can find out the lack of a present 
days’ model where existing model RNN is performed for 
generating word of sequences and discover the absence of 
context awareness where the existing model is trained using 

tokenizer word format without any relative positioning and 
attention mechanism. In this paper we try to take the following 
objectives: 

 Build up an image captioning sculpt lying on 
transformers. 

 Attention on the context. 

 Compare the suggested model performance with other 
popular images captioning model. 

The proposed model's performance undergoes assessment 
through various Natural Language Processing evaluation 
methods that rely on both machine-generated captions and 
reference captions. These methods include BLEU [7], 
METEOR [8], ROUGE [9], and CIDEr [10]. 

II. LITERATURE REVIEW 

We discuss several approaches and cutting-edge 
techniques used in Bangla picture captioning in this part. This 
section is separated into two sections: The visual attention-
based method and the CNN-LSTM-based approach. 
Ultimately, we endeavour to identify the limitations of the 
prevailing models. 

A. CNN-LSTM-based Approach 

The initial Bangla image captioning model is constructed 
based on the CNN-LSTM architecture, as outlined by [11]. 
These are separated into two parts :1. Image features 
extraction 2. Language is generated based on the features. The 
image feature is extracted by the VGG16 model [12]. The 
model operates with two inputs: the image and the tokens' 
order(which represent unique words in the dictionary). It 
employs an embedding layer to derive the respective word 
embeddings from the tokens. The word embedding layer's 
output is subsequently compressed to 512 dimensions using a 
dense layer. This result is reciprocated to the sequence 
produced by the embedding layer as its output data that is 
stacked on the LSTM. The stacked LSTM sequence data 
generate the n-length caption. Here is a blocked diagram Fig. 
1. 

B. Visual Attention-based Approach 

The visual attention-based approach [13] is described in 
three parts: 1. Image feature extracted by CNN [3] 2. 
Attention mechanism for getting weighted image features [14] 
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3. GRU [13] for generating the caption. Here is a block 
diagram Fig. 2 of this model. 

 

Fig. 1. Image captioning CNN-LSTM model [11]. 

 

Fig. 2. Visual attention model for image captioning [13]. 

In this model image features are extracted by the CNN to 
focus on an important portion image. the image feature vector 
is directed to the attention mechanism, which generates a 
context vector specific to this image. In this attention 
mechanism there are three parts: 1. calculate the alignment 
score 2. calculate the weight 3. calculate the context vector. 
For the alignment score, the Eq. (1) is:       (       )   (1) 

Where At, i is the alignment score, st-1 is the previous 
decoder output, hi is the encoded hidden state and a() is a 
function of attention. Calculating the weight is only the output 
of the softmax function.             (    )  (2) 

To calculate the context, vector the equation  is as follows:     ∑             (3) 

Where Ct is the context vector. In the Embedding section 
that creates the vector of words. The GRU [15] received 
inputs of the context vector along with the word vector from 
the Embedding layer, subsequently producing the caption. 

After understanding on popular model, we can specify 
some major areas in which we can improve our Bangla image 
captioning model.  

TABLE I. DRAWBACKS OF PREVIOUS MODEL 

Model Name Drawbacks 

CNN-LSTM 
Model [11] 

1. Limited Parallelization: Sequential execution to 
generate caption. 

2. Context Understanding: It has no attention 
mechanism to keep the context of the image. 

3. Complexity and Training Efficiency: Require more 
time to execute. 

Visual Attention 
Model [13] 

1. Position Tracking: No track on the position in 
caption words. 

2. Sequential Computation: it has no capability of 
parallel processing. 

3. Scalability and Generalization: GRU-based models 
may encounter difficulties in scaling to larger and 
more diverse datasets. 

Using our proposed model Fig. 4 we solve the drawbacks 
which are indicated in Table I. In our proposed model where 
multi-head self-attention layer has multiple numbers of layers 
that help to parallel execution and the self-attention 
mechanism helps to focus on the contextual information in the 
image which eliminates the limitation of parallelization and 
context Understanding in the CNN-LSTM model approach. 
Secondly, In our proposed model (see Fig. 4) the positional 
embedding layer tracks the position of the input vector and the 
masked self-attention layer filters the key point of the Bangla 
caption sentences which eliminates the limitation of position 
tracking and scalability in the Visual attention model 
approach. In the word embedding layer that tokenizes the 
Bangla sentence and turns to convert the respective word 
vector which reduces the complexity of the model. All the 
layers are fully described in the methodology section. 

III. METHODOLOGY 

This section provides an impression of the operational 
construction of our intended model. That’s are divided into 
two parts: Data Collection and Transformer model. In the data 
collection section, we describe the procedure of data 
collection and data pre-processing. In proposed transformer 
model section, we describe the model architecture. 

A. Data Collection 

We have used two data sets first for the image dataset 
Flickr8k [16] which contains 8091 images and second for the 
Bangla caption using the BAN-Cap dataset [17] which 
contains 40455 captions. Each image has five captions. Here 
is a Fig. 3 of the most frequent words in this dataset. 

 

Fig. 3. Top most 20 frequently used word. 
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B. Transformer Model 

The term "Transformers" was first used in the article 
"Attention is all you need." [18]. It serves as the foundation 
for some popular versions like GPT-2 [19] and BERT [20]. 
Language translation models and question-and-answer-based 
models are two examples of transformer models' many 
applications. Transformers can be utilized for a variety of 
application cases because of their versatile architecture. For 
Bangla image captioning, our proposed model, depicted in 
Fig. 4, is formulated based on the transformer model. We 
describe our proposed model into two parts: Encoder and 
Decoder.  

C. Encoder 

The encoder is tasked with handling the input data. The 
inputs may be a sequence of words in a natural language 
sentence, Image data, or any other sequential data. The 
Encoder is the main work of extracting meaningful 
representations from the input data that are known as 
"contextual embeddings". In this section, we describe several 
parts which are Image Feature Extraction, Positional 
Embedding, Multi-head self-attention, Add and normalization, 
and Feed Forward Layer. 

1) Image feature extraction: Image feature extraction is a 
procedure that transforms raw data into a numerical form. 
Which helps us to identify and capture the relevant patterns of 
the image. For feature extraction we have used different pre-
train models ResNet50[21], Inception V3 [22], and VGG16 
models [12]. After the feature extraction, the features are 
represented with vectors that are shown in Fig. 4. 

In our proposed model Fig. 4 we try to solve the 
drawbacks of the previous model. In this model first, image 
and captions sequential data are converted into vectors 
respectively patch embedding and word embedding. To track 
the position of this sequential data we add a positional encoder 
that solves the drawbacks of the previous model which are 
fully described below. After positional encoding the multi-
head self-attention it handles every element of the input 
sequence in parallel, making them more suitable for 
parallelization during both training and inference. This 
capacity to handle data in parallel improves training 
effectiveness and lessens the vanishing gradient issue that 
helps the limitation of parallelization in the previous model. In 
the Word embedding layer, we used word tokenizers that 
easily tokenize the word and convert it into word vectors that 
store synthetic and semantic information about those words, 
and all the layers are described briefly in the below section.

 

Fig. 4. Diagram of our proposed model. 

2) Position embedding: Since ours is devoid of repetition 
and convolution, to ensure the model effectively utilizes the 
sequence order, it is vital to furnish precise information about 
the token positions within the sequence. To achieve this, we 
incorporate "position encodings" into the input embeddings of 
both the encoder and decoder layers. For better understanding 
here an example “            ঘ       ,      ঘ    শ ব   
                ঘ      “ In this sentence the first word 
“ঘ ” meaning the number of House but the second word 
“ঘ ” meaning the Family. For this reason, we need to track 
the word that’s called position embedding. In Fig. 4 we see 

how the position value is added with an image vector in the 
encoder and a word vector in the decoder to track them. There 
are a variety of methods of position encoding systems. We use 
the sine and cosine functions for position encoding. The sine 
function is used for odd positions that are:  (      )     (             )  (4) 

The cosine function is used for even positions that are a 
mathematical form:  (        )     (             ) (5) 
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(a) 

 
(b) 

Fig. 5. (a) Caption position encoding (b) Image position encoding. 

From Fig. 5 we show that the value of each position is 
represented between 1 to -1. On the graph, Position is shown 
by the Y axis and the associated position value by the X axis 
for both image and caption encoding. 

3) Multi-head self attention: As the name suggests, 
Attention means to focus on the input data that are relatively 
close to the features and therefore establishing a relationship 
with them. Fig. 6 shows that the main three focusing points of 
this image are the baby, doll, and wood. There is a caption 
generated based on those points. 

 

Fig. 6. Self-Attention in an image. 

From Fig. 4 we show the mechanism of the multi-head 
attention layer with a better example. Firstly, the Linear 
section receives the positional embedding's output. The linear 
layer functions as a fully connected neural network that 
performs multiplication with positional encoding, thereby 
generating a matrix. This matrix is duplicated into the Query, 
Key, and Value matrices.  

 Query(Q) - Represents the whose value needs to be 
determined 

 Key(K)    -    Represents the features 

 Value(V) -  Represents the actual value of the input 

Secondly, the MatMul section creates an attention-value 
matrix that is shown in Fig. 4. The mathematical 
representation is:  (   )         (6) 

Thirdly, to normalize the attention values within the 

attention matrix, each value is divided by √   where (dk) is 
the dimension of Key metrics. The mathematical 
representation is:     (   )√     (7) 

Fourthly, the Si value passed into the softmax() and the 
output vector of the activation function is a matrix multiplied 
by the Value(V) matrix in the MatMul section and creates an 
attention-weight matrix. Which attention weight value is high 
which represents the focus point. Here the final mathematical 
equation is:  (     )         ( (   )√  *     (8) 

This attention equation is for one head. For the name 
multi-head, the concatenate layer Fig. 4 is added to those 
heads. The mathematical equation is:          (     )        (                         ) (9) 

n denotes the number of heads. 

4) Add & Norm: This Layer does two activities, as its 
name indicates. The 'Add' portion of the process, which 
controls flow via residual connections, is the initial phase. 
'Norm', the next step, accomplishes layer normalization.  

5) Feed forward: This Layer incorporates a fully 
connected point-wise feed-forward network, employing the 
ReLU activation function to conduct two linear 
transformations, as illustrated in Fig. 4. This layer determines 
the weights used during exercise. The mathematical 
representation is:   ( )      (      )     ) (10) 

Weight matrices denote by W1 and W2, and bias denoted 
by b1 and b2, where the ReLU [23] function is :     ( )     (   )  (11) 
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D. Decoder 

For tasks like language translation, text generator, and text 
summarization, the decoder in a Transformer is in charge of 
producing an output sequence. It works in conjunction with 
the encoder, which analyzes the input sequence. In Fig. 4 
Decoder is comprised of: 1. word embedding layer 2. Position 
embedding 3. Masked multi-head self-attention layer 4. 
Addition & Normalization 5. Multi-head cross attention 6. 
Feed Forward layer 7. Linear & SoftMax layer. In the 
previous Encoder section, we have already explained those 
layers which similar to both the encoder and decoder. So, in 
this section, we describe the below layer. 

1) Word embedding: It is an essential component of the 
transformer concept. That is responsible for converting input 
tokens of words and generating a word vector. This vector 
records the word's semantic and grammatical details thereby 
assisting this model in acquiring a meaningful representation 
of the input text. Fig. 4 shows an example of Bangla words 
converted into word vectors by tokenization which are 
detonated by w0……. wn.  

2) Masked multi-head self-attention: This level is 
essential in the Transformer model because it prevents the 
model from attending to future locations and maintains the 
autoregressive characteristic while enabling it to focus on 
different input sequence segments. After receiving the 
previous decoder output stack, the first sublayer adds 
positional information to it and applies self-attention to it. 
Decoders are altered to focus exclusively on the words that 
come before them, whilst the encoder is made to pay attention 
to every word respective to the input sequence of where it 
appears in the sequence. Consequently, the forecast for a word 
at a specific position in the sequence can only rely on the 
known outputs for the preceding words. This is accomplished 
in the multi-head attention mechanism. Through the 
application of a mask to the outcomes of the scaled matrix 
multiplication, the values that would otherwise correspond to 
prohibited values are suppressed to achieve this masking. Fig. 
4 gives a pattern of a mask filter on the words. In Fig. 4 
infinity(inf) means that has no probability with the next words 
and maximum value means the high probability of the next 
word. Here is a simple representation of the mask filter. 

    (    )      ([                                  ])   

[                                  ]  (12) 

E. Model Parameters 

We trained our proposed model with different hyper-
parameter value that’s are indicated on Table II. Those 
internal variables are adjusted in our model during the training 
process to minimize the error between predicted and target 
captions. Those model parameters perfectly capture the 
features, relation, and pattern of the data. 

TABLE II. EXPERIMENTAL PARAMETERS 

Parameters name Value 

Vocabulary size 12000 

Batch size 64 

Buffer size 1000 

Dropout rate 0.001 

Number of Layer 8 

Dimension of model 512 

Number of head 8 

Number of Epoch 40 

Maximum length of sentence 25 

IV. RESULT AND DISCUSSION 

This part describes the functionality and visualization of 
the model we've suggested, and then we compare it to other 
models. Here in Table III, we show our proposed model's 
performance with different pre-train CNN models. The 
performance is measured by BLEU [7], METEOR [8], 
ROUGE [9], and CIDEr [10]. In Table III, the 
ResNet50+Proposed model gives the maximum output. Ok, 
Table IV compares our model to several model 
methodologies. 

Now, here below in Fig. 7, 8, and 9 show the accuracy and 
loss curve of our model. The validation curve is represented 
by a yellow color line and the training curve is represented by 
a blue color line. The learning curve is the identifier of model 
overfitting and underfitting evaluation. From Those figures, 
we see that the accuracy curve of our model is closely together 
and gradually increasing. Other side, the loss curve is closely 
together and gradually decreasing. For this, the model is free 
from overfitting and underfitting issues and called it is called a 
good fit model. We hope that our model are more balanced fit 
for large datasets like Flick30k [25]. 

TABLE III. PERFORMANCE TABLE FOR OUR PROPOSED MODEL 

Model Dataset BLEU1 BLEU2 BLEU3 BLEU  4 METEOR ROUGE CIDEr 

Resnet50+ proposed model 
Flick8k+ BAN-
Cap_captiondata 

64.38 58.58 43.40 24.30 0.31 0.39 0.28 

InceptionV3+ proposed model 
Flick8k+ BAN-
Cap_captiondata 

61.01 56.22 41.03 23.93 0.31 0.41 0.29 

VGG16+proposed model 
Flick8k+ BAN-
Cap_captiondata 

60.38 55.44 39.94 21.42 0.29 0.38 0.26 
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TABLE IV. COMPARE PERFORMANCE WITH OTHER MODEL 

Model name Dataset BLEU1 BLEU2 BLEU3 BLEU4 METEOR ROUGE CIDEr 

CNN-Merge based [24] Flick8k+ BAN-Cap_captiondata 56.5 35.5 22.1 13.1 0.281 0.290 0.178 

Visual-Attention based [13] Flick8k+ BAN-Cap_captiondata 58.7 36.8 25.4 14.4 0.293 0.288 0.199 

Resnet50+ proposed model Flick8k+ BAN-Cap_captiondata 64.38 58.58 43.40 24.30 0.31 0.39 0.28 

InceptionV3+ proposed model Flick8k+ BAN-Cap_captiondata 61.01 56.22 41.03 23.93 0.31 0.41 0.29 

VGG16+ proposed model Flick8k+ BAN-Cap_captiondata 60.38 55.44 39.94 21.42 0.29 0.38 0.26 

 
 

                                                 (a)                                                                                                         (b) 

Fig. 7.  (a) Accuracy scheme and   (b) Loss scheme for ResNet50+Proposed-model. 

 
 

                                                 (a)                                                                                                         (b) 

Fig. 8. (a) Accuracy scheme  (b) Loss scheme for Inception V3+Proposed-model. 

 
 

                                                 (a)                                                                                                         (b) 

Fig. 9. (a) Accuracy scheme and (b) Loss scheme for VGG16+Proposed-model. 
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Now, below Fig. 10, Fig. 11, and Fig. 12 are shown some 
examples of our model prediction with attention mechanism. 

 

Fig. 10: Performance ResNet50+ Proposed model with Attention Plot 

 

Fig. 11: Performance Inception V3+Proposed model with Attention Plot 

 

Fig. 12: Performance VGG16+ Proposed model with Attention Plot 

V. CONCLUSIONS AND FUTURE WORK 

This study presents a transformer-based paradigm for 
captioning images in Bangla.  This proposed model is turned 
up with better efficiency and performance based on different 
evaluation methods. It also proves that this model is a good fit 
for Bangla image captioning on the Flick8k+BAN_Cap 
dataset. we expect that this paper will help to encourage to 
others develop more efficient transformer-based models in 
different NLP  and Computer Vision tasks. We also expected 
that it would be helpful for Image Captioning on higher 
datasets like Flick30k and others datasets and in the future, we 
also try to do this. 
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