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Abstract— As of the release of COVID-19, cardiovascular 

disease has surpassed all other causes of mortality among both 

sexes. In most cases, this condition is associated with 

atherosclerosis and the formation of blood clots. Heart disease, 

stroke, and other CVDs are major causes of mortality 

worldwide. Because even a small inaccuracy might lead to 

exhaustion or death, increased precision, perfection, and 

accuracy are required for diagnosing and predicting heart-

related disorders. In this paper, data was collected from 1189 

patients with some attributes related to heart disease and kept 

80% data for training, and 20% data for testing and 

determining their accuracy using different models. In this study, 

enhanced preprocessing steps were used to increase the 

accuracy of cardiovascular disease prediction. It aids in 

determining whether a patient has heart disease and helps a 

doctor to determine whether or not a patient has cardiovascular 

disease. The applied models are Extreme Gradient Boosting, 

Random Forest, CART, Extra Tree Classifier, and Gradient 

Boosting Machine. This work compared the performance of 

several Machine Learning algorithms that make use of the 

accuracy of the metrics, 𝑭𝟏 -score, recall, and precision to 

demonstrate the validity of our findings. The Extreme Gradient 

Boosting model has achieved the best 91.9% accuracy in this 

research. 

 
Keywords— cardiovascular disease, heart attack, cardiovascular 

prediction, machine learning, xgb 

I. INTRODUCTION 

Cardiovascular disease has been one of the most common 

causes of death in the medical sector. The number of persons 

suffering from cardiovascular illnesses is growing annually 

as a result of an improvement in people's living conditions 

and an increase in life pressure. Acute cardiovascular 

disorders and chronic cardiovascular diseases make up the 

majority of cardiovascular diseases. The computer technique 

is crucial in the treatment of cardiovascular disorders since 

traditional wet-lab studies used to diagnose cardiovascular 

problems frequently prove to be ineffective and time-

consuming. Cardiovascular disease, often known as heart 

disease, is regarded as a lethal condition that is becoming 

worse faster in our contemporary society. In 2030, the World 

Health Organization (WHO) anticipates 24.5 additional 

deaths [1]. In addition, the main causes of this fatal disease, 

which is now widely prevalent among individuals of all ages, 
include obesity, high blood pressure, high cholesterol, 

smoking, family history, and drinking. However, given that 

cardiovascular illness is accompanied by a variety of 

symptoms, a rapid and precise diagnosis of the condition 

seems to be fairly difficult for medical specialists. As a result, 

a sizable quantity of data is being gathered internationally by 

the healthcare sector in order to learn more about cardiac 

disorders and uncover information that will help specialists 

better comprehend the condition and guarantee that patients 

receive effective therapy. However, gathering data requires 

extensive screening and processing in order to efficiently 

extract information. These analyses on huge datasets, 

nevertheless, were previously impractical using conventional 

statistics. As a result, machine learning (ML) has become the 

most effective technology available today for processing data 

and using that data to advance the healthcare industry [2]. The 

human body's most important organ is the heart due to its 

critical function in blood pumping. The mortality rate 

associated with cardiac illnesses can be significantly 

decreased by using machine learning to forecast heart health 
and anticipate disease [3]. The causes of heart disease might 

vary widely. The evolution of lifestyle variables such as 

smoking, physical activity, eating habits, diabetes, and 

obesity, as well as biochemical elements like glycemia or 

blood pressure. Because of this, it is necessary to document 

key cardiac behavior specific to each form of heart illness and 

to develop a system that aids clinicians in establishing 

accurate and effective diagnoses. In reality, a medical 

diagnosis is a categorization mission in which a doctor 

attempts to locate the flaw by examining the values of several 

qualities. As a means of transporting oxygen throughout the 

body, the human heart pumps blood to the lungs. Worldwide, 

cardiovascular diseases (CVDs) account for the majority of 

deaths [4]. Predicting the onset of cardiac disease and making 

a prompt diagnosis is crucial in maximizing the prognosis for 

patients. Factors such as high body mass index (BMI), 

cholesterol levels, the use of alcohol and tobacco products, 
and a sedentary lifestyle are all contributors to the 

development of cardiovascular disease. 

 

Artificial intelligence includes the field of machine learning. 

This field aims to develop and improve algorithms that enable 

computers to continuously improve their performance in 

response to data [5], [6]. In order for a computer to learn, it 

must examine its prior knowledge in order to uncover helpful 

patterns and regularities, even those that a person may 

overlook. Creating models, like patterns and rules, 

automatically from data is a primary goal of machine learning 

research. Data warehouses and subjects like data mining, 

statistics, inductive reasoning, pattern recognition, and 

theoretical computer science" are closely connected to 
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machine learning. Algorithms for machine learning have 

been used in the past to diagnose cardiac problems. Sadly, the 

specificity, sensitivity, and accuracy were extremely low. 

The art of machine learning involves controlling a system 

without using explicit computation [7]. They are used to 

examine the analytical setup in large-scale, varied data sets, 

such as those pertaining to heart ailments. They are utilized 

in the identification of arrangements (patterns) that enable 
forecasting and control mechanisms for analysis and 

medicine.  

The paper aims to Prognostic CVDs using the top Five 

machine learning algorithms. Here is further divided into the 

following sub-sections: the next section describes an 

extensive literature review of previous works. A broad 

overview of the use of machine learning models for 

cardiovascular diseases and data overview in the third 

section, explains the number of features and descriptions of 

each aspect. This study makes use of data preprocessing 

techniques, as shown in Section III. The rest of the paper was 

designed with the experimental result, discussion, and 

conclusions. 

II. LITERATURE REVIEW 

Following feature standardization and feature extraction 

using PCA, R. Perumal et al. [8] used seven principal features 

to train the ML classifiers on the Cleveland dataset of 303 

data samples to predict the presence of heart disease. After 

comparing the accuracy produced by k-NN (69%) and the 

other methods (LR (87%), SVM (85%), they found that the 

accuracy provided by the other two methods was quite close. 

  

Ensemble approaches were used by C. B. C. Latha et al. [9] 
to conduct a comparative study of the Cleveland dataset of 

303 trials in order to enhance the predicting accuracy of heart 

disease risk. They used a brute-force approach to get every 

conceivable combination of attribute sets and train the 

classifiers. Using an attribute set of nine features, they were 

able to boost the accuracy of a weak classifier by a maximum 

of 7.26 % due to the ensemble approach and to obtain an 

accuracy of 85.48 % by majority vote employing NB, BN, 

RF, and MLP classifiers. 

 

Three classification models, logistic regression (LR), 

decision tree (DT), and Gaussian naive Bayes (GNB) were 

constructed by D. Ananey-Obiri et al. [10] for predicting 

cardiovascular disease using the Cleveland dataset. The 

number of features was cut in half, from 13 to 4, by a process 

called single-value decomposition. Both LR and GNB were 

found to have an AUC of 0.87 and a predictive score of 82.75. 
Other models were proposed, including a support vector 

machine, k-nearest neighbors, and random forest. 

 

With the help of a fuzzy analytical hierarchy approach for 

feature weighting and a synthetic neural network for 

classification tasks, an integrated decision-making system for 

heart failure risk prediction was developed [11]. In order to 

improve the accuracy of cardiac illness diagnoses, we present 

an intelligent system that uses a deep neural network for 

feature refinement and a 2 statistical model for classification. 

The model achieves an accuracy of 91.57 percent, a 

specificity of 93.12%, and a sensitivity of 89.58% [12]. 

 

Using a set of weighted fuzzy rules, an adaptive system is 

described for determining the probability of heart disease. 

The accuracy of this genetic algorithm-based fuzzy model 

auto-diagnostic system is 92.3% [13], and it was achieved by 

deploying an aim of influencing multi-swarm particle 

optimization techniques A decision tree for classification and 

algorithms for univariate and multivariate feature selection 

result in a 92.8% accurate heart disease detection model. 
 

Heart disease is a leading cause of mortality, especially in 

poor nations. Diagnosis and prognosis of cardiac disease have 

been the subject of several research looking to introduce bias. 

Khalil et al.[14] proposed a new deep-learning algorithm for 

identifying cardiac conditions from a single ECG channel. 

Chowdhury et al. [15] created a digital stethoscope concept 

that allows for real-time monitoring of a patient's heart 

sounds and the detection of any anomalies. 

 

Fast-correlation-based feature selection by Khourdifi et al. 

[16] enhanced the categorization of heart disease. In the wake 

of this, we tried out various other classification strategies, 

such as Naive Bayes, support vector machine (SVM), K-

nearest neighbor (KNN), random forest (RF), and an artificial 

neural network with multilayer perception that was optimized 

with ant colony optimization (ACO) and particle swarm 
optimization (PSO) (PSO). In their study [17], Latha et al. 

incorporated many cardiovascular disease classifiers. 

Similarly, we improved the performance of insufficient 

algorithms by combining numerous classifiers. An ML-based 

method was proposed to detect cardiovascular disease other 

categorization approaches include decision trees, neural 

networks, K-nearest neighbors, and support vector machines. 

 

III. METHODOLOGY 

The methodology of research refers to the specific steps that 

are done to find, select, process, and analyze data that is 

relevant to the study. The reader of a research report will have 

the chance to examine the general validity and dependability 

of a study in the section devoted to the technique. This section 

is broken down into three parts: the description of the dataset, 

the preparation of the data, and the explanation of the model. 

The methodology that was used for this study is depicted in 

Figure 1. 

 

 
Fig. 1. Working methodology of this research work 

A. Data Description 

The dataset utilized in this study, also known as the Dataset 

for Heart Disease [18], was gathered through the Kaggle 

Platform. This is an initial dataset with several variables, but 

only twenty attributes have been chosen to predict illness in 
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a single patient. To determine the cause of heart failure, this 

dataset is essential. There are also 1190 patient records in 

database files. Table I below shows each entire description, 

the number of features, and the values for each attribute: 

 
TABLE I. DESCRIPTION OF THE DATA WITH ITS ATTRIBUTES 

AND VALUES 

 
Description of Attribute Values 

age: Years of age for patients in numeric variables. 

[Minimum Age: 28, Maximum Age: 77] 

different values 

among 28 to 77 

sex: patient’s gender. 0 means Female and 1 means 

Male 
0,1 

Kind of chest pain or discomfort experienced by 

the patient, ranging from 1 (normal) to 4 

(asymptomatic) 

Multiple values 

resting_blood_pressure:: Blood pressure value in 

the relaxed position in mm/HG 
Multiple values 

If your fasting blood sugar is over 120 mg/dl, then 

(1) is true, and (0) is false, according to the fasting 

blood sugar enumeration. 

0,1 

rest_ecg: Electrocardiogram findings are 

displayed when at rest. It is represented in 3 

different values where 0 understands for Normal, 

1 stand for Abnormality in ST-T wave, and 2 

stands for  Left ventricular hypertrophy 

0,1,2 

max_heart_rate_achieved: reached maximum 

heart rate 

Multiple values 

Angina, or chest pain, brought on by exertion; 

(One depiction yes, zero depictions no) 

0,1 

st_depression: Exercise-induced ST-depression 

versus the resting state 

Multiple values 

Calculations of the peak slope of the ST segment 

in relation to exercise intensity (0: Normal 1: 

Upsloping 2: Flat 3: Downsloping) 

0,1,2,3 

Target: We have to predict the target variable. [0 

indicates that the patient is healthy, whereas 1 

indicates that they are at risk for heart disease.] 

0,1 

 

There are 561 healthy people and 629 people with heart 

disease in the dataset. Fig. 2. shows the pie chart of patients 

and normal patients. 

 

 
 

Fig. 2. Represent of illness and normal patient’s data in a pie chart 

 

B. Data Pre-Processing 

Preprocessing is a crucial stage in the categorization of data. 

Preprocessing of data is a necessary step in making testable 

and data clean for any machine learning. In this investigation, 

the chosen dataset underwent a number of preparation 

processes. First off, the dataset size was insufficient for this 

application of machine learning techniques. As previously 

mentioned, the num of data used for the use of machine 

learning might introduce bias and affect the outcomes of 
machine learning models. Data preprocessing tasks including 

data cleaning, exploratory data analysis, filling in missing 

values, outliner identification, and deleting redundant data 

are the main responsibilities of this phase since the dataset 

contains both redundant and missing information. 

 

The data set was extracted by Google Colab [19] using 

Python. The convenience of cloud sharing results in 

decreased data security, yet Google Colab is a need for 

anybody wishing to save their work to the cloud and sync 

their notebooks across various devices. Here we divide the 
total dataset into testing and training dataset. 80% data is used 

as training data and 20% dataset is used as testing data. Fig. 

3. represents the process of data preprocessing. 

 
Fig. 3. Data preprocessing steps 

C. Machine Learning Model 

Machine learning algorithms are increasingly being used in 

cardiovascular disease prediction because they can process 

large amounts of data and identify patterns that may not be 

visible to human experts. In this work, five machine-learning 

algorithms has been used to predict cardiovascular disease.  

 

1) Gradient Boosting (XGB) 

XGBoost is a popular and powerful open-source gradient-

boosted trees solution. Gradient boosting is a supervised 

learning technique that attempts to improve prediction 

accuracy by combining the outputs of many less sophisticated 

models [20]. It's a version of gradient-boosted decision trees 

optimized for speed. Quite a bit faster than competing 

gradient-boosting methods. The model predominates in 

tabular or structured information for regression and 

classification predictive modeling concerns. This model's 

framework is depicted in Fig. 4. 

 

 
 

Fig. 4.  The primary structure of the XGB model [21] 



4 

 

 

2) Extra Tree Classifier 

 The Extra Trees Classifier is an example of an ensemble 

learning approach, which generates a classification result by 

averaging the output of a group of "de-correlated" decision 

trees. Only in the details of its decision trees is it different in 

principle from a Random Forest Classifier. The first training 

sample is used to build each decision tree in the Extra Trees 

Forest. Then, each tree is fed a different subset of k features 

from the whole feature set at each test node. The tree then 

uses a predetermined set of mathematical criteria to 

determine which of these features is most suited to partition 

the data. By picking features at random, we can generate 

many decision trees with little correlation. Fig. 5 shows how 

the supplemental tree classifier performs. 
 

 
 

Fig. 5. The basic process of extra tree classifier model [22] 

 

A deep learning model is used to extract a random sample of 

'n' leukocyte characteristics and deliver them to each tree. The 

associated decision tree then uses the most pertinent 

characteristic determined by the Gini index [23] to divide the 

data. According to the demand, the number of top features 

may be chosen, and the feature selection is carried out by 

arranging the random features in decreasing order based on 

the Gini relevance of each characteristic. When a feature is 

randomly selected, the Gini index, which reflects the 

likelihood that it will be erroneously identified, is shown in 

equation 1: 

Gini = 1- ∑ (𝑛𝑖  μi)
2                            (1) 

where 𝜇𝑖  is the likelihood that a feature will be categorized as 

a certain class and "n" is the number of data points [16]. 

 

3) Random Forest (RF) 

L. Breiman created the random forest algorithm in 2001 [24], 

and it has since become widely used as a powerful tool for 

both classification and regression. The method has been 

found to be highly effective in situations when there are more 

variables than observations, as it mixes many randomized 

decision trees and averages their predictions. In addition, it 

may be scaled up to deal with complex issues, altered to fit a 

wide range of impromptu learning projects, and produce 

metrics of varying significance. The accuracy of the random 

forest algorithm's result predictions is higher than that of the 

decision tree method. Using many decision trees, the random 

forest can accurately categorize data [25]. It uses bagging and 

feature randomization to produce each tree in an attempt to 

produce a forest of trees whose collective prediction is more 

accurate than that of any individual tree. A diagram of the 

Random Forest method is presented in Fig. 6. 

 

 
Fig.6. Basic working procedure of random forest [26] 

 

4) Classification and Regression Trees (CART) 

Classification and Regression Trees (CARTs) [27] are a type 

of predictive model that describe how the values of one 

outcome variable may be predicted based on the values of 

other variables. The results of a CART are presented in the 

form of a decision tree, where each terminal node represents 

a prediction for the outcome variable and each fork represents 

a division in the predictor variables. It only supports category 

variables and utilizes binary division to deliver "success" or 

"failure" outcomes, and it only works with Boolean variables. 

The Gini index can be anywhere from 0 to 1, with 0 denoting 

a perfectly unified set of components, and 1 denoting an 

abundance of distinct classes. If the Gini index is 0.5, then the 

items are distributed evenly within certain classes, and if it is 

1, then the elements are dispersed randomly across all the 

classes. The formula for the Gini Impurity is as follows: 

Gini = 1- ∑ (𝑛
𝑖=1 ρi)

2                        (2) 

where 𝑝𝑖 is the likelihood that an object belongs to a specific 

class. Fig 7. Shows the working procedure of CART model. 

 

 
Fig. 7. The primary steps of the CART model [28] 

 

5) Gradient Boosting Machine (GBM) 

Using Gradient Boosting [29], several models are trained 

gradually, cumulatively, and sequentially. When comparing 

AdaBoost with Gradient Boosting Algorithm, the primary 

distinction is in the respective algorithms' methods for 

determining where weak learners fall short (eg. decision 

trees). Gradient boosting is similar to the AdaBoost model in 

that it uses high-weight data points to spot problems, but it 
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also incorporates gradients into the loss function (𝑦 = 𝑎𝑥 +
𝑏 + 𝑒) where 𝑒is the error term) [29] to do so. A model's 

coefficients are only as good as their loss function, which 

measures how well the model fits the data. What we're 

optimizing towards can inform our rational interpretation of 

the loss function. If we want to use regression to forecast sales 

prices, for instance, the loss function would be the deviation 

from the actual home price. Fig. 8 shows the basic 

organization of GBM. 

Fig. 8. The basic organization of GBM model [30] 
 

IV. RESULT & DISCUSSION 

 

This study applied five machine learning models to 

predictably assess a patient's cardiac condition. As a 

consequence, the dataset came from Kaggle [18], as was 

already mentioned. The dataset has 12 characteristics. Data 

from 937 patients, or 80% of our training dataset, were 

utilized. Data from 235 patients, or 20% of our testing 

dataset, were used. The model's performance is displayed in 

Table III as precision [31], sensitivity [32], accuracy [33], and 

𝑓1 - score [34]. In this work, five machine-learning models 

were applied to estimate the likelihood of a heartbeat in a 

hospitalized patient. In light of the foregoing, the dataset was 

retrieved from Kaggle and contains medical records that were 

gathered from various sources. In this work, the Google 

Colab tool was employed for experimental purposes. We can 

train our machine learning algorithms using Google Colab 

which is a free, cloud-based environment for Jupiter 

notebooks. This study included five machine learning (ML) 

models: RF, Extra tree classifier, XGB, GBM, and CART in 

addition to the suggested technique described in the 

preceding section. The initial stage of model learning made 

use of the training dataset. The training data was used for the 

first stage of model learning. In Google Colab, the "Read 

CSV" operator was utilized to import the dataset for this 

purpose. Training was used to prevent the selection of 

comparable values throughout the learning and testing phases 
of the model. Table II demonstrates the model’s performance 

in the form of precision, sensitivity, specificity, and 𝑓1 - score 

 
TABLE II.  THE MODEL’S PERFORMANCE IN THE FORM OF 

PRECISION, SENSITIVITY, SPECIFICITY, AND F1-SCORE 

 

Model Accuracy 

(%) 

Precision Sensitivity

  

Specificity

  

𝑭𝟏 − 

Score 

XGB 91.9% 0.906 0.943 0.892 0.924 

RF 91.0% 0.886 0.951 0.866 0.917 

Extra 

Tree  

90.2% 0.878 0.943 0.857 0.909 

GBM 85.1% 0.828 0.902 0.794 0.863 

CART 84.2% 0.835 0.869 0.812 0.852 

 

The statistical analysis and model performance of a learning 

and testing phase are computed by this operator. All Models 

were connected to the same dataset and edited simultaneously 

during maintenance to determine the test's quality and precise 

accuracy. Fig 9. shows the comparison ROC curve of the five 

models. 
 

 

Fig 9. The comparison ROC curve of the five models 

The accuracy value of applied classifiers is shown in Fig. 10. 

The best performance in this research is XGB which is 

91.9%, and the lowest accuracy rate is CART which is 84.2%. 

RF achieved 91% accuracy in this work. GBM achieved 

85.1% model accuracy and the Extra tree classifier got 90.2% 

accuracy. 
 

 
 

Fig. 10. Accuracy comparison between five algorithms 

 

 

TABLE III. COMPARISON BETWEEN PREVIOUS WORK 

 
Ref Contributions Algorithms 

used 

Best 

Accuracy 

This 

work 

Applied top machine learning 

algorithms to predict early-

stage cardiovascular disease 

XGB, RF, 

Extra Tree, 

GBM, CART 

 

91.9% 

(XGB) 

[35] Authors improved 

cardiovascular disease 

prediction. It enabled doctors 

diagnose cardiovascular 

illness and identify the 

patient's heart status. 

NB, SVM, and 

KNN 

86.8% 

(SVM) 

[36] Developed several machine 

learning algorithms for 

forecasting cardiovascular 

RF, SVM, NB, 

GB, and LR 

86.5% (LR) 

91.90%

91%

91.90%

90.20%

85.10%

0.00% 20.00% 40.00% 60.00% 80.00% 100.00%

CART

RF

XGB

Extra Tree

GBM
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disease uncertainty based on 

various criteria. 

[37] SVM, RF, and LR—machine 

learning methods—were used 

to predict cardiovascular 

disease. 

SVM, LR, and 

RF 

78.84% 

(SVM) 

[38] Cloud-based machine 

learning algorithms were used 

to forecast heart disorders. An 

Arduino-based monitoring 

device detects temperature, 

blood pressure, and heartbeat 

every ten seconds. 

KNN, DT, 

NB, LR, 

SVM, NN and 

Vote (a hybrid 

technique with 

Naïve Bayes 

and Logistic 

Regression) 

87.4% 

(Vote) 

 

From Table III, we can understand that this work performs 

better than other existing works. In this work, we have used 

five machine learning XGB, RF, Extra Tree, GBM, and 

CART. Among the other algorithms, XGB achieved the best 

accuracy 91.9%. In [35] works, authors applied three 

algorithms to get better accuracy and SVM achieved the best 
86.8% accuracy. In [36] work, LR achieved 86.5% best 

model accuracy whereas in [37] SVM achieved 78.84% 

accuracy. In [38], Vote (a hybrid technique with Naïve Bayes 

and Logistic Regression) has got 87.4% accuracy to predict 

the heat disorders.  

 

V. CONCLUSIONS AND FUTURE WORK 

Patients with heart failure are becoming more prevalent every 

day. A system that can be used to create or classify data rules 

is required to get out of this dangerous situation and reduce 

the likelihood of heart disease. Early detection and treatment 

of heart disease can help to prevent serious complications, 

such as heart attack, stroke, and death. There are a number of 

risk factors for heart disease, including high blood pressure, 

high cholesterol, smoking, diabetes, and obesity. These risk 

factors can be modified through lifestyle changes, such as 

exercise, diet, and weight loss. This research can help doctors 

to identify patients who are at high risk for the disease. This 

information can be used to encourage patients to make 

lifestyle changes and to start preventive treatment. This 

research can also help to improve the quality of life for 

patients and to prevent serious complications. As a result, this 
study of machine learning techniques discusses, proposes, 

and implements a machine learning algorithm that combines 

five different techniques. When compared to prior research, 

this study has demonstrated a considerable improvement and 

a high level of accuracy. In machine learning, preprocessing 

is a vital step that promotes improved outcomes. In order to 

increase their accuracy, this paper compared machine 

learning algorithms with several performance criteria. In our 

method, missing data from the preprocessing stage is 

replaced with the mean value. Outcomes demonstrate how 

well the mean performs when used to replace missing 

variables. Using the XGB model, the best accuracy of 91.9% 

was attained. The limitation of this paper is the dataset. We 

will work more organized and bulk dataset in the future. This 

research also aims to use deep learning with additional 

datasets in the future so that the findings show that the system 

may be efficient and useful for doctors. 
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