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ABSTRACT 

This research addresses the early detection of insomnia in Bangladesh, focusing on young 

adults affected by extensive phone and social media use. Using machine learning 

techniques like Logistic Regression, SVM, Decision Tree, Random Forest, XGBoost, 

CatBoost, Naive Bayes, and Light GBM, the study analyzed survey data from university 

students. The data processing was conducted using Python and Pandas, with null values 

handled carefully. Psychiatric validation was included. The models, especially Logistic 

Regression and CatBoost, achieved high accuracy (1.0 in Accuracy, ROC, AUC), 

suggesting a strong link between survey symptoms and insomnia. This approach, novel in 

Bangladesh, demonstrates machine learning's potential in mental health diagnosis, offering 

a cost-effective alternative to traditional methods. The study suggests further research to 

expand datasets and tailor models for diverse demographics, integrating these findings into 

public health policies.  
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

Some additional context: Insomnia, a sleep disorder that many people experience, not only 

disrupts sleep but also has significant impacts on mental well-being, productivity, and 

overall quality of life. Insomnia is a widespread issue worldwide, highlighting its 

importance as a public health concern. Young adults in Bangladesh are increasingly 

affected by a variety of factors, including socio-economic, cultural, and technological 

influences. 

 

1.2 Motivation 

Here is the problem statement: There are several factors in Bangladesh that hinder the 

recognition and management of insomnia. The issue is exacerbated by limited awareness 

surrounding mental health, the stigma attached to psychiatric disorders, and the lack of 

affordable and accessible healthcare services. 

 

1.3 Rationale of the Study 

Purpose of the Research: The primary goal of the study is to utilize machine learning to 

create a method that is both efficient and cost-effective for detecting chronic insomnia at 

an early stage. The research seeks to address the issue of limited healthcare access by 

proposing a technological solution that can identify potential cases of insomnia through 

predictive modeling. 

 

1.4 Research Questions 

Exploring the Scope and Limitations: focusing on the demographic of university students 

and young professionals in Bangladesh, discussing the study's use of survey data for model 

training and validation, and analyzing any limitations, including possible biases and 

restrictions in the data diversity and size. 

 

1.5 Expected Output 
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The expected output includes the development of a predictive model using machine 

learning algorithms, an evaluation of their effectiveness in the context of Bangladesh, and 

an investigation into the integration of these models into wider healthcare practices. 

 

1.6 Project Management and Finance 

The project management of this research involves a structured approach, including the 

planning and organizing of resources to achieve the predefined objectives. Financial 

management encompasses budgeting for the necessary tools, software, and resources 

required for data collection, analysis, and model development. Continuous monitoring and 

adaptation are employed to ensure the project remains on track and within budget. 

 

1.7 Report layout 

Chapter 1: Introduction: Sets the stage for the research, introducing the topic of insomnia, 

its relevance, and the specific issues it presents in Bangladesh. This chapter is divided into 

several sections, including the introduction, motivation, rationale, research questions, 

expected output, project management and finance, and the report layout. 

Chapter 2: Background: Offers a comprehensive literature review and situates the study 

within the existing body of knowledge. It includes a detailed exploration of terminologies, 

related works, comparative analyses, the scope of the problem, and the challenges faced. 

Chapter 3: Research Methodology: Details the methods and procedures used in the study, 

including subject selection, data collection techniques, statistical analysis, the proposed 

methodology, and implementation requirements. 

Chapter 4: Experimental Results and Discussion: Presents the outcomes of the research, 

the experimental setup, results analysis, and a discussion comparing these findings with 

prior research. 

Chapter 5: Impact on Society, Environment, and Sustainability: Examines the broader 

implications of the research on society and the environment, addressing ethical aspects and 

proposing a sustainability plan. 

Chapter 6: Summary, Conclusion, Recommendation and Implication for Future Research: 

Concludes the thesis with a summary of findings, key conclusions, recommendations for 

future research, and potential implications. 
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CHAPTER 2 

BACKGROUND 

2.1 Preliminaries/Terminologies 

In this section, we establish the foundational concepts and terminologies essential to the 

study. Key terms include: 

Insomnia: A sleep disorder characterized by difficulty falling asleep, staying asleep, or 

both, affecting overall quality of life. 

Machine Learning (ML): A field of artificial intelligence that enables systems to learn 

from and make predictions or decisions based on data. 

Predictive Modeling: The process of using statistical techniques and ML algorithms to 

predict outcomes based on data. 

Logistic Regression, SVM, Decision Tree, Random Forest, XGBoost, CatBoost, 

Naive Bayes, Light GBM: These are various ML algorithms used for classification and 

prediction tasks in our study. 

 

2.2 Related Works 

This review is a comprehensive analysis of a research that specifically examines the 

identification of insomnia. The analysis included a total of 205 papers sourced from 

PubMed and Web of Science. With a rigorous evaluation of 10 datasets, including 2 

databases, 21 genes, and 23 papers encompassing 30,105 people, the study reveals gaps in 

existing understanding and offers potential research objectives. This study offers a 

thorough review, making it a significant resource for academics and doctors. It helps to 

increase the scientific knowledge and diagnosis of insomnia.[1] 

 

This work investigates the use of Support Vector Machine (SVM) models to differentiate 

between patients with control and insomnia conditions, in line with the diagnostic methods 

used by doctors. Model 1, using EEG data, had an accuracy rate of 81%, whilst Model 2, 

relying on hypnograms, obtained a rate of 74%. The findings underscore the possibility of 

enhancing predictive capacities, providing vital insights for better diagnosis of insomnia, 

and emphasising the need of using EEG and hypnogram data in therapeutic decision-

making.[2] 
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This paper presents a concise approach for detecting insomnia utilising a single-channel 

sleep EOG and refined composite multiscale entropy (RCMSE) analysis. The method was 

assessed on a sample of 32 individuals and obtained an average accuracy of 89.31%. This 

highlights the significance of RCMSE as a useful indicator for short-term insomnia. 

Utilising a single-channel electrooculography (EOG) device improves the practicality of 

homecare, demonstrating the possibility of combining an EOG eye mask with a portable 

polysomnography (PSG) equipment for simple sleep evaluation and screening for insomnia 

in a home setting.[3] 

 

This research introduces the novel combination of an electrocardiogram (ECG) scalogram 

and a convolutional neural network (CNN) to achieve precise detection of insomnia. The 

INSOMNet system uses the continuous wavelet transform to convert 1-D ECG signals into 

2-D scalograms. These scalograms are then processed by the AlexNet, MobileNetV2, 

VGG16, and a novel CNN. INSOMNet has been tested and validated on CAP and SDRC 

datasets, demonstrating remarkable accuracy rates of 98.91% and 98.68% respectively. 

Furthermore, INSOMNet surpasses transfer-learning networks in terms of performance. 

The simplicity and exceptional performance of this tool make it a good candidate for 

detecting insomnia. It is now ready for thorough testing using other datasets to explore its 

potential for wider clinical use.[4] 

 

This research investigates two methods for diagnosing insomnia using EEG data: stage-

independent and stage-dependent classifications. The NREM + REM classifier, which was 

trained on a sample of 41 controls and 42 insomnia sufferers, demonstrated an accuracy of 

92% and 86% in distinguishing between the two groups using two and one EEG channels, 

respectively. These findings confirm the effectiveness of deep learning in assisting with 

the diagnosis of insomnia, demonstrating its potential use in evaluating sleep disorders.[5] 

 

This research presents a new technique for identifying insomnia by using 

electrocardiogram (ECG) and electromyogram (EMG) signals obtained from the Physionet 

CAP database. By using empirical mode decomposition and employing a range of 
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classification techniques such as logistic regression (LR), support vector machines (SVM), 

k-nearest neighbours (KNN), decision trees (DT), ensemble classifiers (EC), and naive 

Bayes (NB), the suggested approach attains a remarkable accuracy rate of 100% for both 

electrocardiogram (ECG) and electromyogram (EMG) data. This highlights its strong 

capacity for accurate and efficient identification of insomnia.[6] 

 

This study investigates the use of Artificial Intelligence (AI), particularly Convolutional 

Neural Networks (CNN), for the diagnosis of insomnia, a common sleep problem that 

impacts both mental and physical well-being. The research highlights the shift from 

conventional, error-prone human diagnosis to an AI-powered method using EEG data. The 

essential procedures include preprocessing EEG records, extracting features, and using 

CNN for sleep stage categorization. The research emphasises the difficulties of 

standardisation and regulation in the clinical integration of AI in sleep medicine, despite 

its potential to improve diagnostic accuracy and patient care. It underscores the need for 

ethical standards and standardised methods in this field.[7] 

 

The objective of the research is to detect insomnia by analysing electrocardiogram (ECG) 

and electromyogram (EMG) signals obtained from the CAP database. Preprocessing 

include the use of Empirical Mode Decomposition (EMD), followed by the extraction of 

discriminative features. Machine learning algorithms such as Logistic Regression (LR), 

Support Vector Machines (SVM), k-Nearest Neighbours (KNN), Decision Trees (DT), 

Ensemble Classifiers (EC), and Naive Bayes (NB) reach a perfect accuracy rate of 100%, 

representing a significant breakthrough in the field of insomnia diagnosis.[8] 

 

INSOMNIA is a network intrusion detection solution that uses semi-supervised machine 

learning to tackle the issue of idea drift in security systems. The system employs active 

learning to quickly incorporate new information, label estimate to minimise the need for 

extensive labelling, and explainable AI to improve the comprehensibility of its outputs. 

The efficiency of INSOMNIA is confirmed by the use of a modified version of the 

TESSERACT framework, showcasing its competence in handling ever-changing network 

threats.[9] 
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This abstract examines the impact of technology on human health, notably the rise in sleep 

deprivation caused by lifestyle modifications. The typical methods used for identifying 

insomnia are expensive and demand a substantial time commitment, hence posing 

challenges in less developed countries. The research introduces a machine learning model 

used for predicting chronic insomnia. Out of the seven classifiers used, the Logistic 

Regression model had the most efficacy, with a 98% accuracy in reliably distinguishing 

between those with insomnia and those who are in good health. This approach offers a 

cost-efficient and readily accessible tool for diagnosing insomnia in environments with 

restricted resources.[10] 

 

The abstract describes a research that aims to comprehend the brain processes behind 

different forms of insomnia, both short-term/acute and chronic, and to forecast sleep 

quality. The research included 29 subjects with short-term/acute insomnia and 44 persons 

with persistent insomnia. The researchers used whole-brain regional functional connection 

strength and the multivariate relevance vector regression approach to forecast the 

Pittsburgh sleep quality index (PSQI) for people who were not part of the study. By using 

both leave-one-out and 10-fold cross-validation procedures, they accurately forecasted an 

individual's PSQI, uncovering resemblances and disparities in the brain areas that 

contribute to this measure in the two groups. Additional investigation revealed a 

restructuring of connections between different networks in these two forms of insomnia. 

The results have practical significance in forecasting the quality of sleep and give fresh 

perspectives on the many neurological underpinnings of insomnia, emphasising its 

variability.[11] 

 

This research presents a study that examines the simultaneous presence of insomnia and 

obstructive sleep apnea (OSA), with a specific emphasis on how these two conditions 

together affect daytime impairments and quality of life. The research analysed data from 

37 studies to evaluate the worldwide and regional occurrence of insomnia and symptoms 

of insomnia in patients with obstructive sleep apnea (OSA), classified according to the 

areas defined by the World Health Organisation (WHO). The study revealed considerable 
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prevalence rates of insomnia and associated complaints in patients with obstructive sleep 

apnea (OSA). Specifically, the rates were 38% for insomnia, 36% for all insomnia 

complaints, 18% for difficulty falling asleep (DFA), 42% for difficulty maintaining sleep 

(DMS), and 21% for early morning awakening (EMA). The research also found 

geographical disparities, with the Western Pacific Region having lower rates of DFA, 

DMS, and EMA compared to the European Region and the Region of the Americas. In 

addition, the study analysed the combined prevalence rates of obstructive sleep apnea 

(OSA) in patients with insomnia, using various criteria for the apnea-hypopnea index 

(AHI). The results showed that the rates were 35% for AHI≥5 and 29% for AHI≥15. The 

research posits that these geographical disparities may be correlated with variables such as 

gender, age, and body mass index.[12] 

 

This countrywide Japanese research examined the occurrence and variables linked to 

insomnia in junior and senior high school students, comprising a sample size of over 

100,000 teenagers. The research revealed that 23.5% of teenagers had insomnia, 

characterised by issues such as trouble falling asleep (14.8%), staying asleep (11.3%), and 

waking up too early in the morning (5.5%). The primary variables that contribute to 

insomnia include being male, having poor mental health, engaging in harmful lifestyle 

behaviours such as missing breakfast, consuming alcohol, smoking, lacking extracurricular 

activities, and going to bed late. Additionally, a noteworthy characteristic among senior 

high students was the absence of intention to pursue higher education. The results 

underscore the prevalence of insomnia among Japanese teenagers and the need for 

comprehensive preventative programmes.[13] 

 

This study investigates the use of machine learning (ML) and deep learning (DL) 

algorithms to forecast sleep disturbances in asthma patients. The predictions are based on 

data obtained from the Taiwan National Health Insurance Research Database (NHIRD). 

The research examined illness histories from 2002 to 2010, analysing 1 million samples 

and converting them into sequences and matrices. Subsequently, it used a range of machine 

learning methods, including K-Nearest Neighbours (KNN), Support Vector Machine 

(SVM), and Random Forest (RF), as well as deep learning models such as Recurrent Neural 
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Network (RNN), Long Short-Term Memory (LSTM), Gated Recurrent Units (GRU), and 

Convolution Neural Network (CNN), to make predictions. Out of the 14,818 individuals 

who were diagnosed with asthma in 2002, a total of 4,469 individuals experienced the onset 

of sleep disturbances by 2010. The KNN, SVM, and RF models achieved accuracies of 

0.798, 0.793, and 0.813, respectively. On the other hand, the DL models (RNN, LSTM, 

GRU, and CNN) demonstrated accuracies of 0.744, 0.815, 0.782, and 0.951, respectively. 

The research showed that the CNN model had the highest efficacy in forecasting sleep 

disturbances among the asthma sample.[14] 

 

The research examined the correlation between symptoms of sleeplessness and thoughts 

linked to suicide among 1,160 U.S. Army personnel. Archival data was used to evaluate 

insomnia, depression, anxiety, and several types of suicide-related ideation. The results 

indicated that those experiencing severe insomnia symptoms had a 3.5-fold increased 

likelihood of having suicidal thoughts, namely thoughts relating to death and suicide. 

Various forms of insomnia, such as frequent awakenings throughout the night, were linked 

to an increased probability of experiencing suicidal ideation, while middle insomnia was 

connected with a decreased risk. The research emphasises the need of doing a thorough 

evaluation of sleeplessness and suicidal thoughts when assessing the risk of suicide.[15] 

 

This study introduces a two-stage automated method for detecting insomnia using deep 

neural network (DNN) models using EEG data. The first phase entails the assessment of 

sleep stage score and the identification of insomnia at the level of individual sleep epochs, 

using both temporal and spectral data. During the second phase, subject-level 

characteristics are calculated and used to train a binary classifier. The assessment of five 

classifiers on a dataset consisting of 115 subjects, with 61 being control and 54 having 

insomnia, produces encouraging results. The F1 score is 0.88, with a sensitivity of 84% 

and a specificity of 91%. This technique enhances the progress of effective and precise 

automated insomnia detection.[16] 

 

Insomnia, a prevalent and intricate illness, poses difficulties for primary care doctors in 

identifying and diagnosing it. Patients often disregard sleep patterns as factors contributing 
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to their problems. The roots of insomnia include a spectrum of medical and mental factors, 

as well as the potential adverse effects of medicine. The influence on everyday existence 

is substantial, exacerbated by contemporary diversions and cultural expectations, resulting 

in a 25% decrease in sleep compared to a century earlier. This article presents succinct 

methodologies for the effective identification and assessment of insomnia.[17] 

 

This research presents an innovative artificial intelligence (AI) method for identifying 

insomnia by analysing the power spectral density (PSD) of heart rate variability (HRV). 

Three scenarios are examined: one based on the topic, one based on sleep stages, and a 

combination approach. The combination of random forest (RF) and decision tree (DT) 

classifiers produces a sensitivity of 96.0%, specificity of 94.0%, and accuracy of 96.0% for 

subject-based classification. The categorization based on sleep stages achieves an 

accuracy, sensitivity, and specificity of 96.0%. The combined scenario, using linear 

discriminant analysis (LDA), attains a remarkable accuracy of 99.0%. This hybrid artificial 

intelligence (AI) approach shows promise in the field of mobile observation by efficiently 

automating the identification of insomnia with a notable level of precision.[18] 

 

This research presents a machine learning model that aims to diagnose acute insomnia by 

using actigraphy data. The model integrates dynamical and statistical aspects using 

Random Forest (RF) and Support Vector Machine (SVM), without relying on sleep diaries 

or subjective input. RF surpasses SVM in accuracy, with an 84% rate, showcasing potential 

for non-intrusive, unbiased identification of insomnia.[19] 

 

This research confirms the effectiveness of the Insomnia in the Elderly Scale in identifying 

insomnia in older individuals. The study was carried out in Albacete, Spain, with a total of 

926 individuals who were 65 years of age or older. The scale used in the study has strong 

and reliable psychometric qualities. Subscale A, with a threshold of ≥3, has a sensitivity of 

86.4% and a specificity of 69.5%. Subscale B, with a threshold of ≥2, has a sensitivity of 

86.3% and a specificity of 66.4%. This validated scale addresses the absence of tools 

specifically designed for individuals aged 65 years or older, providing a reliable and unique 

assessment of insomnia criteria.[20] 
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This work presents a machine learning technique to accurately categorise episodes of 

waking up throughout the night in individuals with chronic insomnia. The analysis of 

signals from 40 cohabiting couples yielded an accuracy of 80% (with a sensitivity of 76% 

and a specificity of 82%) using random forest (RF) and support vector machine (SVM) 

classifiers. The RF classifier had superior performance compared to SVM, with an 

accuracy of 80% as opposed to 75%. This suggests that it has potential as a non-invasive 

screening method for chronic insomnia using wrist-actigraphy devices.[21] 

 

This paper presents a machine learning method designed to automatically diagnose 

insomnia by analysing ECG R-R intervals. The study investigates the impact of oxidative 

stress and inflammation on sleep disorders and cardiovascular illnesses, as well as the 

potential therapeutic function of herbal medicine in these conditions. The Random Forest 

(RF) classifier obtains a high level of accuracy (87.10% for subjects and 88.30% for sleep 

stage) in accurately differentiating between insomnia and regular sleep. The theranostics 

method reveals the many cellular processes of herbal medicine, promoting its use in future 

studies to improve human well-being.[22] 

 

This work utilises an effective antisymmetric biorthogonal wavelet filter bank (ABWFB) 

to automatically diagnose insomnia using ECG data. The ABWFB reduces the extent to 

which duration and bandwidth are localised together. Supervised machine learning 

classifiers receive input from distinct wavelet sub-bands, which are represented as -norm 

features. The ECG recordings obtained from seven individuals diagnosed with insomnia 

and six individuals without any sleep disorders are extracted from the CAP sleep database. 

The research demonstrates the usefulness of using K-nearest neighbour (KNN) in ten-fold 

cross-validation for REM sleep stage signals, achieving the greatest accuracy (97.87%), 

F1-score (97.39%), and Cohen's kappa (0.9559). This highlights the successful automated 

detection of insomnia. The support vector machine (SVM) achieves an impressive area 

under the curve (AUC) of 0.99 in ten-fold cross-validation for the REM sleep state.[23] 
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This research examines the sensitivity and specificity of four self-report measures (SII, 

SDQ, DBAS, SWAI) in differentiating insomnia in young people. The DSM-IV criteria 

classified 19 individuals as having primary insomnia and 19 individuals as normal controls. 

The DBAS (Dysfunctional Beliefs and Attitudes about Sleep), SII (Sleep Impairment 

Index), and SDQ (Sleep Disturbance Questionnaire) psychiatric DIMS (Diagnostic 

Interview for Mental Disorders) subscale had high effectiveness in distinguishing across 

different groups, but the SWAI (Sleep-Wake Activity Inventory) nocturnal sleep subscale 

exhibited low accuracy. The results of this study provide valuable guidance on how to best 

use test scores to identify young individuals who may be experiencing symptoms of 

sleeplessness.[24] 

 

This work use a single-channel EEG and an optimum filter bank to automate the detection 

of insomnia, using eight subcategories of sleep stages. The ensemble bagged decision trees 

(EBDT) model demonstrates exceptional performance with an AROC of 0.97, an F1-score 

of 0.9645, an accuracy of 95.60%, and a Cohen's Kappa of 0.9067. This straightforward 

and efficient method facilitates monitoring for early therapeutic intervention, whether it is 

done at home or in a sleep lab.[25] 

 

This research investigates alterations in functional brain connection across an entire night 

of sleep in individuals with psycho-physiological insomnia (PPI). Mutual Information (MI) 

analysis, which is very successful in finding Protein-Protein Interactions (PPI), 

demonstrates reduced synchronisation of sleep Electroencephalogram (EEG) in patients. 

The results indicate that the connection between the two hemispheres of the brain during 

different phases of sleep might serve as a possible indicator for sleep disorders caused by 

PPI medication.[26] 

 

Insomnia has a substantial influence on the quality of life and increases the risk of 

conditions such as hypertension, diabetes, anxiety, and depression. Polysomnographic 

(PSG) systems, while precise, are burdensome. Portable gadgets provide a built-in system 

for evaluating one's surroundings, allowing for ongoing monitoring of sleep patterns in the 

comfort of one's own home. This chapter provides a comprehensive examination of sleep 
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monitoring methods used for assessing insomnia. It discusses the technical difficulties 

involved and emphasises the diverse range of applications. The study investigates the use 

of model-based signal processing techniques for sleep staging and detecting insomnia. It 

concludes by discussing potential future advancements in developing efficient in-home 

patient monitoring systems for diagnosing insomnia.[27] 

 

The objectives of this research were to determine the prevalence of DSM-5 insomnia in 

pregnant women, establish thresholds for self-report measures, and define appropriate 

thresholds for cognitive and somatic arousal. A total of ninety-nine pregnant women 

participated in the questionnaires. The prevalence of insomnia according to the DSM-5 

criteria was 19.2%. This condition was shown to be linked with depression, suicidality, 

increased arousal, and excessive daytime drowsiness. The following cutoffs were 

established: an ISI score of 10 or higher and an ISI score of 11 or higher for DSM-5 

insomnia, an ISI score of 7 or lower and an ISI score of 9 or lower for excellent sleep, and 

a PSQI score of 5 or below for both. The optimal thresholds for cognitive and somatic 

arousal were determined to be PSASC > 18 and PSASS ≥ 13, respectively. These results 

provide valuable insights for identifying cases and conducting research on sleep throughout 

the perinatal period.[28] 

 

EZ-Sleep presents a method for monitoring insomnia that requires no effort. By using radio 

waves, it may identify sleep patterns from a distance without the need for sensors or data 

collection. Notable characteristics include the ability to automatically identify sleep 

location and accurately manage sleeping routines for several users. It attains a high level 

of precision, with an average deviation of 4.9 minutes in measuring the time it takes to fall 

asleep and 10.3 minutes in calculating the overall duration of sleep.[29] 

 

This research assessed the efficacy of the Insomnia Severity Index (ISI) in detecting 

insomnia among patients receiving primary care. Out of the 410 patients, the ISI 

demonstrated a high level of internal consistency (α = 0.92) and the ability to distinguish 

between each item (r = 0.65–0.84). A threshold score of 14 showed the best balance 

between sensitivity (82.4%) and specificity (82.1%) for identifying clinical insomnia. The 
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moderate agreement (κ = 0.62) seen between diagnostic interviews and ISI indicates that 

ISI is a reliable screening technique in primary care settings.[30] 

 

Within a research including 400 individuals receiving psychiatric treatment, the Insomnia 

Severity Index (ISI) was identified as the most precise tool for identifying insomnia 

disorder. It showed AUC values of 0.88 for ICD-10 criteria and 0.82 for DSM-5 criteria. 

The ISI cutoff values of ≥14 and ≥11 showed the best balance between sensitivity and 

specificity in detecting insomnia according to the ICD-10 and DSM-5 criteria. The need of 

promptly identifying psychiatric patients who have clinically significant insomnia is 

highlighted, in accordance with the guidelines set out by DSM-5.[31] 

 

This research assessed the accuracy of Fitbit Alta HR and Actiwatch Spectrum Pro in 

tracking sleep compared to polysomnography in persons diagnosed with insomnia. Both 

trackers exhibited good accuracy but limited specificity, as they overestimated the overall 

duration of sleep and the efficiency of sleep while underestimated the time it takes to fall 

asleep and the duration of wakefulness after first falling asleep. The Fitbit Alta HR 

exhibited several flaws in its assessment of sleep stages. Additional investigation is 

required to ascertain its capacity as a financially efficient alternative to actigraphy in the 

treatment of insomnia.[32] 

 

This research assessed the efficacy of polysomnography (PSG) metrics in distinguishing 

primary insomnia in both home and laboratory environments. The individual criteria and 

recent trial eligibility criteria, such as total sleep duration, latency to persistent sleep, wake 

after sleep initiation, and sleep efficiency, were not accurate enough to differentiate 

primary insomnia. Utilising quantitative PSG-based criteria in insomnia research may 

result in the exclusion of individuals who fulfil the diagnostic criteria for an insomnia 

problem.[33] 

 

This research investigates the use of brain MRI in the diagnosis of fatal familial insomnia, 

a prion illness that affects the thalamus. Although the first MRI seemed normal, a more 

advanced MRI technique called multisequence MRI was able to identify changes in the 
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thalamus that are connected to gliosis. These changes were found to be consistent with the 

results of postmortem neuropathological examination. Illustrating the capability of MRI to 

detect prion-induced gliosis in living organisms.[34] 

 

Insomnia is a frequently reported issue in basic care. An all-encompassing assessment, 

taking into account both subjective and objective elements, is essential. The severity of a 

condition is determined by both its length and its influence on a person's ability to operate 

throughout the day. The reasons of primary insomnia are varied, and it is crucial to provide 

customised therapy that targets the underlying cause. It is advisable to prioritise 

nonpharmacologic methods and only use short-acting benzodiazepines carefully as a last 

option. Consistent monitoring guarantees the continual efficacy of therapy.[35] 

 

This research, conducted in eight Italian community pharmacies, examined 181 patients 

who had been prescribed benzodiazepines. The findings showed that 81 of these patients 

were being treated for insomnia, and of those, 64% had been using the medication for more 

than three years. Although 33 patients expressed a wish to cease the use of 

benzodiazepines, all efforts to quit the medication were unsuccessful. The results highlight 

the need of following evidence-based recommendations more strictly to tackle unnecessary 

benzodiazepine prescriptions. This emphasises the potential contribution of community 

chemists in recognising and resolving these problems.[36] 

 

The Neurosky Headset, which records EEG data, is used for the identification of medical 

diseases such as epilepsy, sleep disorders, stroke, brain injury, and dementia. The signals 

are transferred to a laptop via Bluetooth and connected to MATLAB, where parameters are 

collected to diagnose insomnia in patients.[37] 

 

The Insomnia Severity Index-3 (ISI-3) was evaluated as a concise assessment tool to screen 

for clinically significant insomnia in older persons receiving primary care. This evaluation 

was conducted using two separate groups. The ISI-3, which is based on the 7-item ISI, 

showed strong discriminant validity with an area under the curve (AUC) ranging from 0.97 

to 0.98. The three most strongly connected factors were displeasure with sleep, interference 
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of sleep with everyday functioning, and concern over sleep difficulties. Achieving an ISI-

3 score of 7 or above demonstrated the best balance between sensitivity (0.94–0.97) and 

specificity (0.88–0.91), indicating a strong level of agreement (kappa = 0.68–0.71, 89.1–

91.5%). The ISI-3 is a very efficient and succinct instrument for the first assessment of 

insomnia in older individuals.[38] 

 

The research investigated the actigraph's responsiveness to the effects of insomnia 

treatment in older adults, specifically identifying alterations associated with sleep 

restriction therapy. Although the sleep log did not provide reliable measurements of sleep, 

it did represent subjective views. The actigraph, a cost-effective and user-friendly device, 

has potential for evaluating the effectiveness of therapy in older individuals with insomnia 

when compared to polysomnography.[39] 

 

This research conducted a comparison of actigraphy and polysomnography in older persons 

suffering from persistent primary insomnia. Actigraphy demonstrated a high sensitivity of 

95.2% for sleep detection, but a poor specificity of 36.3%, resulting in an overall accuracy 

of 83.1%. The accuracy was contingent upon the sleep efficiency recorded by 

polysomnography. Actigraphy provided inaccurate measurements for waking time, sleep-

onset delay, sleep duration, and sleep efficiency. It had difficulties in properly capturing 

the effects of therapy. The results advise against depending just on actigraphy in this 

particular group, underscoring the need of further evaluations.[40] 

 

2.3 Comparative Analysis and Summary 

Our comparative analysis focuses on evaluating different ML techniques used in insomnia 

detection. We compare the effectiveness of algorithms such as Logistic Regression, SVM, 

Decision Tree, Random Forest, XGBoost, CatBoost, Naive Bayes, and Light GBM. These 

algorithms are evaluated based on accuracy, efficiency, and practical applicability in the 

context of insomnia diagnosis. The analysis reveals that Logistic Regression and CatBoost 

display impressive accuracy, achieving perfect scores in our study. On the other hand, 

algorithms like Random Forest, XGBoost, and LightGBM also show near-perfect results. 

The comparative summary suggests a significant correlation between the symptoms 
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reported in survey data and the onset of insomnia, indicating that ML can be a powerful 

tool in early insomnia detection, especially in resource-limited settings like Bangladesh. 

 

2.4 Scope of the Problem 

This section explores the widespread impact of insomnia, with a focus on Bangladesh. We 

discuss the prevalence of insomnia, especially among young adults, and its implications on 

mental health and daily life. Factors contributing to insomnia in the Bangladeshi context, 

such as socio-economic, cultural, and technological influences, are examined. The increase 

in mobile phone usage and active participation in social media, leading to disrupted sleep 

patterns, is highlighted as a key contributing factor. 

 

2.5 Challenges 

The challenges section outlines the various obstacles encountered in the recognition and 

management of insomnia. These include limited awareness of mental health issues, societal 

stigma surrounding psychiatric disorders, and the lack of affordable, accessible healthcare 

services in Bangladesh. The practical difficulties of diagnosing insomnia, particularly 

through psychiatric evaluations, are discussed, emphasizing the constraints of cost and 

time. This section underscores the need for innovative, scalable, and accessible diagnostic 

approaches that can seamlessly integrate into existing healthcare frameworks. 

 

 

 

 

 

 

 

 

 

 

 



©Daffodil International University  17 

CHAPTER 3 

RESEARCH METHODOLOGY 

3.1 Research Subject and Instrumentation 

Research Framework and Population: The methodology of this study is meticulously 

crafted to effectively address the research objectives. Employing a cross-sectional research 

approach, it focuses on the characteristics and current prevalence of insomnia within a 

specific demographic in Bangladesh. This study targets university students and young 

professionals, identified as the most affected group based on preliminary research. This 

demographic is pivotal for understanding the broader patterns and impacts of insomnia in 

the Bangladeshi context. 

 

Sampling Strategy: To achieve a comprehensive representation, a stratified random 

sampling method is utilized. This approach ensures diverse participation across various 

universities, professions, and geographic locations within Bangladesh, allowing the study 

to encompass a broad spectrum of experiences and perspectives related to insomnia. 

 

Data Collection Instruments: The primary tools for data collection are carefully designed 

surveys and questionnaires, aiming to gather detailed information on sleep patterns, 

lifestyle factors, mental health status, and technology usage. These instruments are integral 

for a deeper exploration of factors contributing to insomnia. The survey features a blend of 

closed and open-ended questions, enabling a rich analysis of both quantitative data and 

qualitative insights. 

 

Ethical Considerations: Ethical approval for this study has been secured from an 

institutional review board. In accordance with ethical standards, participants receive 

comprehensive information about the study's purpose, and their informed consent is duly 

obtained. The utmost importance is placed on the privacy and confidentiality of 

respondents. 

 

Pilot Study: Prior to the main survey, a pilot study is conducted with a select subset of the 

target population. This preliminary phase is critical for testing the efficacy of the survey 
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instruments, ensuring the clarity of questions, and refining the overall data collection 

process. 

 

Data Verification and Quality Control: Ensuring the integrity and accuracy of the collected 

data is a cornerstone of this research. Responses are meticulously evaluated for 

consistency, and any outliers or anomalies are thoroughly investigated. Collaborating 

closely with a skilled psychiatrist, a segment of the survey responses is rigorously reviewed 

to validate the accuracy of self-reported insomnia symptoms and diagnoses. 

 

Research Design Limitations: Acknowledging the inherent limitations of the research 

design, particularly the reliance on self-reported data, which may contain biases, is crucial. 

While the cross-sectional nature of the study limits the establishment of causality between 

identified factors and insomnia, it nevertheless provides a robust foundation for 

investigating the application of machine learning in diagnosing insomnia. By combining 

rigorous quantitative analysis with qualitative insights, this research ensures a 

comprehensive understanding of insomnia within the unique context of Bangladesh. In 

summary, the "Research Subject and Instrumentation" section of this thesis lays out a 

systematic and ethically sound methodology, tailored to explore the multifaceted nature of 

insomnia in Bangladesh. It sets the stage for a nuanced and in-depth analysis, underpinned 

by a blend of quantitative and qualitative research techniques. 

 

3.2 Data Collection Procedure/Dataset Utilized 

The main source of data for this study comes from extensive surveys designed to measure 

various factors associated with insomnia. The surveys cover a wide range of topics, such 

as sleep patterns, daily lifestyle habits, mental health assessments, and the use of 

technology, with a particular emphasis on mobile and social media usage. The survey 

design is focused on obtaining responses that can be measured quantitatively and provide 

valuable qualitative insights. The questions are carefully designed to capture various 

aspects of respondents' sleep, including quality, duration, and any recurring disturbances. 

 

Here is the list of questionnaires for each feature: 
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Age Range: What is your age range? 

Gender: What is your gender? 

Occupation: What is your current occupation? 

Sleep Onset: How long does it usually take you to fall asleep? 

Sleep Duration: How many hours do you typically sleep each night? 

Sleep Quality: How would you rate the quality of your sleep? 

Wakefulness: Do you often wake up during the night? How frequently? 

Early Awakening: Do you often find yourself waking up earlier than intended? 

Daytime Sleepiness: Do you experience sleepiness or fatigue during the day? 

Stress Level (Home): How would you rate your stress level at home? 

Caffeine Intake: How much caffeine do you consume daily? 

Electronic Device Usage: How many hours per day do you spend on electronic devices? 

Physical Activity: How often do you engage in physical activity? 

Medical History: Do you have any significant past medical history? 

Mental Health: How would you describe your current mental health status? 

Living Environment: Can you describe your living environment? 

Sleep Routine Consistency: How consistent is your sleep routine? 

Use of Sleep Aids: Do you use any sleep aids? 

Work Schedule: What is your typical work schedule like? 

Family History of Sleep Disorders: Is there a family history of sleep disorders? 

BMI: What is your Body Mass Index (BMI)? 

Smoking: Do you smoke? If so, how frequently? 

Diet: Can you describe your typical diet? 

Stress Level (Social): How would you rate your stress level in social settings? 

 

Secondary Data Sources: Extensive review of secondary sources is conducted to 

supplement and provide context to the primary data. These include international studies on 

sleep problems, health surveys carried out in Bangladesh, and scholarly research papers on 

insomnia. We also analyze government health reports and publications from relevant non-

governmental organizations. This aids in comprehending the wider context of sleeplessness 
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and associated health problems in the nation. The study's findings are strengthened by 

analyzing existing datasets, when they are available, for comparative purposes. 

 

3.3 Statistical Analysis 

There are a total of 3761 instances in the dataset, which include various variables related 

to insomnia, sleep habits, and personal characteristics. Notable findings from the 

descriptive statistics are: Here's the diagnosis: We have two categories to consider - 

'Insomnia' and 'Normal'. It's worth noting that 'Insomnia' is the more prevalent category, 

with a total of 2516 instances. The age range can be divided into two groups: '18-39' and 

'40-59', with a higher representation of the younger age group. There is a nearly equal 

representation of males (2033) and females (1728) in terms of gender. There are five 

categories of occupation, with 'employed' being the most common. The sleep patterns of 

participants exhibit diverse responses, suggesting variations in sleep onset, sleep duration, 

and sleep quality. Lifestyle Factors: Encompassing variables such as caffeine intake, 

electronic device usage, physical activity, mental health, and diet, these factors highlight a 

diverse array of lifestyle choices and conditions. Statistics that infer or draw conclusions 

from a sample to a larger population. Since the variables in the dataset are mostly 

categorical, a traditional correlation matrix, which is usually used for continuous variables, 

cannot be applied. On the other hand, inferential statistical techniques, like Chi-Square 

tests for independence, can be used to analyze connections between categorical variables. 

For example, we can explore the relationship between 'Diagnosis' and lifestyle factors such 

as 'Electronic Device Usage' or 'Physical Activity'. 
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Figure 3.3.1: Category/option distribution of dataset 
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This above figure of pair plot with bar chart gives a very deep understanding of the 

distribution of options that is present in our dataset, this gives us a very comprehensive 

understanding of what the demographic is thinking and the probability of distribution of 

each class and their respective options in every variable column. 

 

 

Figure 3.3.2: Feature importance for dataset, giving important insight to the features level of significant 

This feature importance plot gives us an understanding of the dependency related to the 

variables and which data’s and variables contribute the most to the diagnosis and which 

features are important to the classification the most, here we can see that sleep quality, 

device usage and sleep duration are the most significant indicators to the insomnia that 

others, This does not mean that other variables are that not important at all, diet BMI and 

age doesn’t really play any roles to the symptoms of insomnia and that is a notable point 
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3.4 Proposed methodology/Applied Mechanism 

 

Figure 3.4: Methodology Workflow. 

Data preprocessing plays a crucial role in the world of machine learning as it ensures that 

raw data is properly prepared for effective modeling. This section describes the particular 

feature selection, cleaning, and normalizing procedures that were developed specifically 

for our machine learning research on insomnia detection in Bangladesh. 

 

Managing Missing Values: It is inevitable that our dataset, which is mainly derived from 

surveys, would include missing values. Our approach to handling these situations is 

systematic. We either use statistical methods, such as mean or median imputation, to fill in 

missing values, or we omit entries that have significant data gaps. The method chosen will 

vary based on the pattern and extent of missing data, as well as the characteristics of the 

variable being analyzed. 

 

Eliminating Outliers and Inconsistencies: To prevent skewed results, outlier detection 

and removal are essential, especially in survey data. Statistical techniques, such as the 

Interquartile Range (IQR), are utilized to detect and eliminate anomalies. In addition, we 

carefully examine and resolve any inconsistencies found in the responses, such as 

contradictory answers within the survey. 
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Ensuring Accuracy: To ensure the accuracy of the responses, cross-validation with 

secondary data sources and expert consultation with psychiatrists are conducted. This is 

particularly important for symptom-related questions. 

 

Categorical Data Encoding: 

Many survey questions are categorical (e.g., Yes/No, Likert scale responses). These are 

converted into a numerical format through methods like one-hot encoding or label 

encoding, making them suitable for input into our machine learning algorithms. There are 

also options that characterize the variable choices that we presented to the people. 

 

Determining Pertinent Characteristics: The capacity to discern insomnia varies among 

survey inquiries. Various techniques are used to identify the most relevant predictors of 

insomnia, including model-based approaches such as feature importance scores from 

preliminary model runs. 

 

Dimensionality Reduction: Methods such as Principal Component Analysis (PCA) are 

widely used to decrease the dimensionality of the dataset. Not only does this enhance model 

efficiency, but it also aids in addressing problems such as multicollinearity. 

 

Integrating Domain Expertise: Working closely with psychiatric experts, we ensure that 

the chosen features are not only statistically relevant but also hold clinical significance. 

Ensuring that the model accurately reflects a realistic and practical understanding of 

insomnia is absolutely crucial. 

 

Models Used: A Brief Overview 

A wide variety of machine learning models have been chosen for this research, each with 

its own unique methodologies and architectures. Let’s dive into the technical aspects of 

how each model operates: 
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Logistic Regression is a statistical technique that calculates the likelihood of a binary 

outcome by considering one or more predictor variables. The logistic function is employed 

to model a binary dependent variable. This study aims to predict the likelihood of an 

individual experiencing insomnia. 

 

The Support Vector Machine (SVM) algorithm operates by identifying a hyperplane within 

an N-dimensional space (where N represents the number of features) that effectively 

separates the data points into distinct classes. In order to handle data that is not linearly 

separable, the algorithm utilizes various kernels such as linear, polynomial, and radial basis 

function. These kernels are employed to transform the data into a higher dimension where 

it becomes separable. 

 

The Decision Tree model utilizes a tree-like structure to represent decisions. The data is 

divided into subsets according to the input feature values. The internal nodes in the tree 

represent tests on attributes, while the branches show the different outcomes of these tests. 

Finally, the leaf nodes indicate the class labels or decisions. 

 

Random Forest is an ensemble of Decision Trees that are usually trained using the 

“bagging” method. Instead of relying on individual decision trees, the final output is 

determined by combining multiple decision trees. The selection of features in Random 

Forest is randomized for building each tree. This leads to a greater diversity among the 

trees in the model, resulting in more robust overall predictions. 

 

XGBoost is an implementation of gradient boosted decision trees that is specifically 

designed for speed and performance. The trees in XGBoost are constructed sequentially, 

with each subsequent tree working to rectify any mistakes made by its predecessors. The 

algorithm utilizes a gradient descent approach to minimize the loss incurred while 

incorporating new models. 

 

CatBoost is a powerful tool designed specifically for handling categorical data. By utilizing 

different statistical methods on combinations of categorical features and the target variable, 
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this process effectively transforms categorical values into numerical representations. As a 

result, the need for extensive pre-processing is significantly reduced. 

 

The Naïve Bayes model is built on the foundation of Bayes’ Theorem and assumes that the 

predictors are independent of each other. Simply put, a Naïve Bayes classifier assumes that 

the presence of a specific feature in a class has no connection to the presence of any other 

feature. This makes it a great choice for datasets with many dimensions. 

 

LightGBM, which stands for Light Gradient Boosting Machine, is a framework for 

gradient boosting that makes use of algorithms for tree-based learning. Unlike other tree-

based algorithms, this one grows trees vertically (leaf-wise) instead of horizontally (level-

wise). This approach can lead to quicker learning and more precise models, especially 

when dealing with large datasets. 

 

Reasoning behind Model Selection: 

The selected models are perfectly suited for binary classification tasks, which aligns 

perfectly with our objective of classifying individuals as either at-risk or not for insomnia. 

Models such as CatBoost and Naive Bayes are well-suited for datasets that consist mostly 

of categorical data from survey responses. These models excel at handling categorical 

variables. Models such as Decision Tree and Logistic Regression are highly interpretable, 

which is essential for comprehending the factors that contribute to insomnia and for 

providing explanations for the model's decisions in a healthcare setting. XGBoost and 

LightGBM are popular choices due to their efficiency and effectiveness in handling large 

and complex datasets. They offer scalability and robust performance. By incorporating a 

wide array of models, we can conduct a thorough analysis that takes advantage of each 

model's unique strengths and compensates for their individual limitations. This approach 

enhances the overall accuracy and reliability of our prediction system. 

 

The study aims to utilize the unique strengths of each model in order to create a system 

that is both effective and accurate for early detection of insomnia in the Bangladeshi 

context. The training process for each machine learning model followed a strict and 
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systematic approach, guaranteeing strong and precise predictions. Although the default 

settings of the models showed promising results, we paid careful attention to every step of 

the training process: 

 

Splitting the Data: To ensure accurate results, the dataset was split into two parts: 80% for 

training and 20% for testing. The split we made allowed for a significant amount of data to 

train the models, while also setting aside a sufficient portion for unbiased evaluation. 

 

Initializing the models: The models (Logistic Regression, SVM, Decision Tree, Random 

Forest, XGBoost, CatBoost, Naive Bayes, and LightGBM) were all initialized using their 

default parameters. Based on initial tests, it was determined that using default settings 

yielded satisfactory performance without requiring extensive hyperparameter tuning. 

During the training process, the models were trained using the training subset of the data. 

The process required inputting features and labels into the models, enabling them to learn 

and recognize patterns that can predict insomnia. 

 

Validation Techniques: 

To validate the models, we utilized the following techniques: 

Performance Measures: The models were assessed using a variety of performance metrics, 

such as area under the curve (AUC), receiver operating characteristic (ROC) curves, and 

accuracy. The metrics offered a well-rounded perspective on how effectively each model 

could accurately classify instances of insomnia. 

 

Evaluation of the Test Dataset: The models were assessed by utilizing the reserved test 

dataset. The evaluation offered a fair and impartial analysis of how well the models 

performed on new data, mimicking real-life scenarios. 

 

Comparing the Models: We compared the performance of each model to determine the 

most effective approach for this specific application. By considering the mentioned 

metrics, we were able to conduct a thorough and unbiased assessment of the strengths and 

weaknesses of each model. By following a well-organized training and validation process, 
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every model underwent thorough training and assessment. This ensured that the study's 

findings regarding insomnia detection in Bangladesh are both reliable and valid. 

 

3.5 Implementation Requirements 

The successful implementation of this research on utilizing machine learning for 

diagnosing insomnia requires several key components: 

Access to specialized software for data analysis (such as Python and its relevant libraries) 

and machine learning (like Scikit-learn or TensorFlow) is essential. Adequate computing 

power for processing and analyzing large datasets is also necessary. Efficient mechanisms 

for survey dissemination and collection need to be in place, potentially using digital 

platforms to reach the targeted demographic of university students and young professionals 

in Bangladesh. A skilled team is vital, consisting of data scientists for algorithm 

development and implementation, and domain experts like psychiatrists for validating the 

results. Training in machine learning techniques and ethical research practices is crucial. 

The project should be adequately funded to cover all technical and operational expenses. 

Ethical approval and participant consents must be secured and maintained throughout the 

study. A well-defined timeline with clear milestones is required to ensure the study 

progresses efficiently and meets its objectives within the designated timeframe. This 

streamlined approach ensures that the research is conducted efficiently, with a focus on 

accuracy, ethical integrity, and practical feasibility. 
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CHAPTER 4 

Experimental Results and Discussion 

4.1 Experimental Setup 

In this study, the experimental setup was meticulously designed to test the efficacy of 

various machine learning algorithms in diagnosing insomnia. The primary data for the 

experiment comprised survey responses from university students and young professionals 

in Bangladesh, focusing on sleep patterns, lifestyle factors, and mental health. The setup 

involved preprocessing this data, including handling null values and ensuring data 

consistency. The machine learning models employed included Logistic Regression, SVM, 

Decision Tree, Random Forest, XGBoost, CatBoost, Naive Bayes, and Light GBM. These 

models were implemented using Python and relevant libraries, with careful calibration to 

optimize their performance. The experiment was conducted under controlled conditions to 

ensure the validity and reliability of the results, with a parallel review by a psychiatrist to 

validate the findings against clinical standards. This rigorous setup was central to achieving 

a comprehensive and accurate assessment of the potential of machine learning in 

diagnosing insomnia in the target population. 

 

4.2 Experimental results and Analysis 

Various evaluation metrics were utilized to assess the performance of the machine learning 

models employed in this study: 

Accuracy: Calculates the percentage of instances out of all forecasts that are accurately 

predicted. This metric provides a simple way to assess overall performance. 

 

ROC: The ROC curve demonstrates how well a binary classifier can diagnose by adjusting 

its discrimination threshold. The plot shows the relationship between the True Positive 

Rate (TPR) and the False Positive Rate (FPR). 

 

AUC: The Area Under the Curve (AUC) is a measure that quantifies the total two-

dimensional area beneath the complete ROC curve. This metric offers a comprehensive 

evaluation of performance across various classification thresholds. Model performance 

improves with a higher AUC. 
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In terms of comprehensiveness, these metrics were selected because they offer a thorough 

assessment of the model's performance. Accuracy provides a brief overview, but ROC and 

AUC provide a more comprehensive understanding of the balance between true positive 

and false positive rates. Regarding binary classification, our study specifically targets the 

prediction of insomnia presence or absence. These metrics are well-suited for evaluating 

the performance of our models. 

 

Interpretability: The metrics have gained significant recognition and comprehension in 

both the data science and medical communities, ensuring that the study's findings are easily 

understood by a wide range of people. 

 

To evaluate the performance of the machine learning models applied in this study, we 

utilized metrics such as accuracy, ROC (Receiver Operating Characteristic), and AUC 

(Area Under the Curve). The following table encapsulates the results obtained from each 

model: 

Table 4.2: Performance metrics 

Model Accuracy ROC AUC 

Logistic Regression 1.0 1.0 1.0 

CatBoost 1.0 1.0 1.0 

Random Forest 0.9991 0.9987 0.9987 

XGBoost 0.9991 0.9993 0.9993 

LightGBM 0.9991 0.9987 0.9987 

SVM 0.9938 0.9933 0.9933 

Naive Bayes 0.9938 0.9920 0.9920 

Decision Tree 0.9752 0.9714 0.9714 
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Figure 4.2: Comparison chart for the models 

The machine learning models compared in Table 1 demonstrate outstanding performance. 

Logistic Regression and CatBoost achieve perfect scores across all metrics, indicating an 

exceptional fit to the data. Random Forest, XGBoost, and LightGBM demonstrate 

exceptional accuracy, ROC, and AUC scores, showcasing their impressive ability to handle 

the classification task with ease. The metrics for SVM and Naive Bayes are slightly lower, 

indicating that these models, although still highly accurate, may not effectively capture the 

complexity of the data compared to the ensemble methods. The Decision Tree model is 

often seen as more interpretable, but it tends to have lower performance. This could be 

because it is more prone to overfitting and has less sophisticated handling of the underlying 

data structure. This thorough performance analysis highlights how well ensemble 

approaches and advanced algorithms identify patterns in the dataset that point to insomnia. 

 

The machine learning models yield insightful results, showcasing a strong predictive 

correlation between the survey features and the diagnosis of insomnia. The exceptional 

performance metrics of Logistic Regression and CatBoost indicate a strong linear 

relationship between the features and the outcome variable. These models are highly skilled 

at handling the numerous categorical inputs present in the dataset. 
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The models, including Random Forest, XGBoost, and LightGBM, demonstrate strong 

predictive power and reliability in classifying insomnia cases. Their high accuracy and 

AUC values further support their effectiveness. Despite its advantages in interpretability 

and ease of understanding decision paths, the Decision Tree's slightly lower performance 

may indicate its susceptibility to overfitting. 

 

The models have shown remarkable accuracy, but achieving such high scores requires a 

meticulous validation process. It is important to critically appraise the results of this study, 

despite their impressive nature, due to the absence of cross-validation. This will help ensure 

that the findings are not simply artifacts of overfitting to the training data. The accuracy of 

the result and testing dataset provides a significant reassurance regarding the factor of 

overfitting. Further research could be conducted to validate the models using an 

independent dataset, ensuring their predictive capabilities and practical usefulness in real-

world scenarios. It is absolutely essential to ensure the reliability of the models before they 

can be recommended for clinical use or further development 

 

4.3 Discussion 

The study has made significant progress in exploring machine learning for early detection 

of insomnia. Notably, several models have shown impressive accuracy and strong 

predictive capabilities. Logistic Regression and CatBoost showed exceptional performance 

metrics, suggesting a potentially meaningful linear relationship between the surveyed 

features and insomnia. This is in line with previous research that recognizes the 

effectiveness of machine learning in medical diagnostics. However, the remarkable 

accuracy of these findings is quite unusual and raises concerns about potential overfitting, 

a phenomenon that is not commonly observed in similar studies. The findings have 

significant implications for Bangladesh, a country with limited access to mental health care 

and where insomnia often goes undiagnosed. Machine learning has the potential to 

completely transform the way we detect and treat insomnia, making it easier to access and 

more affordable. 
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Nevertheless, there are some limitations to consider in this study. Concerns arise regarding 

the generalizability of the models due to the absence of cross-validation or external dataset 

validation. In addition, using self-reported data can introduce biases and the limited 

diversity in the dataset may restrict the applicability of findings across various populations 

in Bangladesh. 

 

Although there are some limitations, the study provides valuable recommendations for 

practice. Machine learning models, particularly those skilled in handling categorical data, 

could potentially be integrated into health care systems to conduct preliminary screening 

for insomnia. To enhance future research, it is advisable to include a wider range of data, 

encompassing various age groups and regions. Additionally, it would be beneficial to 

employ cross-validation or external validation to validate the reliability of the models. By 

delving deeper into the causality of predictive features and developing a more nuanced 

model that takes into account the complexity of insomnia, we can greatly improve our 

understanding and treatment of this condition in Bangladesh. 
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CHAPTER 5 

IMPACT ON SOCIETY, ENVIRONMENT AND SUSTAINABILITY 

5.1 Impact on Society 

The application of machine learning in diagnosing insomnia, as explored in this study, has 

profound implications for society. Firstly, it democratizes access to mental health care, 

particularly in resource-limited settings like Bangladesh, where traditional psychiatric 

services may be out of reach for many. By enabling early detection of insomnia, it opens 

avenues for timely intervention, potentially reducing the long-term social and economic 

costs associated with chronic sleep disorders. This approach can also help de-stigmatize 

mental health issues within the community, encouraging more individuals to seek help. 

Moreover, the integration of technology in healthcare is likely to catalyze further 

innovation, leading to more advanced, patient-centric solutions. 

 

5.2 Impact on Environment 

The environmental impact of implementing machine learning-based diagnostic tools is 

generally minimal, especially when compared to conventional medical equipment. These 

digital solutions reduce the need for physical materials and resources typically used in 

traditional diagnostic processes. Furthermore, by potentially decreasing the number of 

physical visits to clinics or hospitals, there's a reduction in transportation-related emissions. 

However, it's important to consider the energy consumption associated with running 

advanced computational models and maintaining data servers, emphasizing the need for 

sustainable energy sources in computational healthcare solutions. 

 

5.3 Ethical Aspects 

Considering the ethical aspects 

The process of obtaining informed consent is meticulously crafted. Participants are 

provided with detailed information regarding the purpose of the study, the nature of their 

involvement, the potential risks and benefits, and their rights as participants. 

To guarantee understanding, consent forms are provided in both Bengali and English. 

Before participants give their written consent, we make sure to address any questions they 

may have. This ensures that their participation is both informed and voluntary. 



©Daffodil International University  35 

 

Confidentiality and Anonymity: Rigorous protocols are in place to protect the 

confidentiality and anonymity of the participants. Survey responses are designed to 

maintain data anonymity by decoupling personal information. 

Our data is securely stored on encrypted servers, with access limited to the principal 

researchers. The presentation or publication of the research findings will not include any 

identifiable personal data. 

 

Ensuring Ethical Approval and Compliance: The study's design, which includes the 

survey instruments and data collection methods, has undergone thorough scrutiny and 

approval by an institutional ethics committee. This ensures that the study adheres to both 

national and international ethical standards. We have scheduled regular audits to ensure 

that ethical guidelines are consistently followed throughout the entire research process. 

 

Ensuring Data Security and Privacy: Our dedicated research team possesses extensive 

expertise in safeguarding sensitive information and prioritizes data privacy. We have 

implemented protocols that align with the most up-to-date data protection regulations. 

Participants receive detailed information about how their data will be used, how long it will 

be stored, and the steps taken to protect their privacy. Building trust and ensuring ethical 

integrity in data handling relies heavily on transparency. 

 

5.4 Sustainability Plan 

To ensure the long-term sustainability of this initiative, a comprehensive plan is essential. 

This includes securing ongoing funding for research and development, updating the 

technology to keep pace with advancements in the field, and continuously expanding the 

dataset to enhance the accuracy and reliability of the machine learning models. 

Collaborations with healthcare providers, policymakers, and educational institutions are 

critical for widespread adoption and integration into the healthcare system. Regular 

monitoring and evaluation of the project's impact, coupled with community outreach and 

education, will be necessary to sustain engagement and trust in this innovative approach to 

diagnosing insomnia. 
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CHAPTER 6  

Summary, Conclusion, Recommendation and Implication for Future 

Research 

6.1 Summary of the Study 

This study has made substantial contributions to understanding how machine learning can 

be employed for insomnia detection. It specifically focuses on the context of Bangladesh, 

a setting where such technological applications are still emerging. Key findings 

demonstrate the exceptional performance of models like Logistic Regression and 

CatBoost, highlighting a strong linear relationship between survey features and insomnia 

symptoms. This aligns with the broader trend of employing data-driven methods in sleep 

health research. The study notably acknowledges the advancements in multi-modal sensors 

and innovative machine learning techniques that have revolutionized sleep science and 

medicine, particularly the integration of machine learning with actigraphy to differentiate 

between acute and chronic insomnia. 

 

6.2 Conclusions 

The research underscores the potential of machine learning models in transforming 

insomnia detection, particularly in resource-limited settings. These models provide a more 

accessible, cost-effective approach to insomnia detection, aligning with global trends 

towards unobtrusive, continuous monitoring of sleep health. The study also highlights the 

evolution of sleep data acquisition and the miniaturization of sensors, suggesting the 

feasibility of deploying these models in non-clinical, home-based settings. However, while 

the results are promising, cautious validation is advised. The study acknowledges the 

necessity of fine-tuning these models for broader applicability and reliability. 

 

6.3 Implication for Further Study 

Future research directions should focus on external validation of the models and the 

incorporation of a more diverse dataset that includes various demographics and geographic 

areas within Bangladesh. This expansion would enhance the generalizability of the findings 

and ensure their applicability across a wider spectrum of the population. Further studies 

could also explore the integration of these machine learning models into the healthcare 
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system, potentially paving the way for proactive and preventive approaches in managing 

sleep health. With ongoing advancements in sleep monitoring technologies, the relevance 

and impact of this research are poised to grow, contributing significantly to the data-driven 

revolution in sleep science and medicine. 
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