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A B S T R A C T

Menopause is an obligatory phenomenon in a woman’s life. Some women face mental and physical issues
during their menopausal period. Depression is one of the issues some women struggle with during their
menopausal period. The scarcity of specialists, lack of knowledge, and awareness is the motivating factor
in this research to predict depression among menopausal women and enhance their quality of life. The
prediction of depression symptoms among menopausal women with machine learning techniques is promising
and challenging in artificial intelligence. This study develops a system with significant accuracy using a
supervised machine-learning approach. Various classification algorithms are used to determine the best-
performing classifier by evaluating multiple parameters, including accuracy, sensitivity, specificity, precision,
recall, F-Measure, Receiver Operating Characteristic (ROC), Precision–Recall Curve (PRC), and Area Under the
Curve (AUC). We found that Random Forest and XGBoost classifiers are the performers with 99.04% accuracy
employing the 14 most significant features.
. Introduction

Menopause is a natural phenomenon for every woman [1].
enopause is considered a period of a woman’s life, when her natural
enstrual gets stopped, most possibly, ovaries will cease to produce

strogen and progesterone [2]. The lack of a 12-month continuous
eriod is the key criterion for menopause [3]. A woman becomes
isabled to get pregnant when it takes place. The range of age is 45 to
5 years old and the average age for menopause is 50 years according
o China and Western countries [4–6]. But perspective to Bangladesh,
he mean age of menopausal women is 45 years with the range of
atural menopausal period being 40 to 50 years [7]. A woman loses
lmost one-third of her life in menopause with the heightening of her
ifespan [8].
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Menopause has different phases and stages. According to research
conducted in Bangladesh on menopausal women, there are three kinds
of menopausal phases [9]. One is ‘‘premenopausal women’’ another
one is ‘‘postmenopausal women’’, and another one is perimenopausal
premenopausal. Those women’s menstrual bleeding was regular for the
last 12 months were considered as premenopausal women and those
women who did not face menstrual bleeding in the last year were listed
as postmenopausal women [10]. The women whose age range is 40 to
50 years old are listed as natural menopausal women [7]. Those women
who faced irregular menstrual periods within 12 months or last menses
that happened 3 months earlier are known as premenopausal [3]. The
result of menopause is a product of social, physical, and psycholog-
ical transition, which causes depression [11,12]. Every female with
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menopause confronts multiple mental and also physical ailments [3,8].
Depression is one of the major mental issues among them, which causes
physical illness later.

Depression is a kind of mood disorder, which causes major disability
among women [13]. The depression rate among women is almost
double of men, which is almost one-fifth of total women [14]. Major
depression is increasing in the world and it is expected to be the major
cause of disease burdens by 2030. It is currently one of the main causes
of depression for women worldwide [15]. The incidence of depressive
syndrome among women who are going through menopause is 5.9%–
23.8% [16–18]. According to research, the chance of depressed mood is
2–3 times over in perimenopausal women compared to premenopausal
women [19–21]. Each year, almost 73 million adult women experience
major depression [22].

Since menopause causes depression and depression results in mental
and physical ailments. It is one of the major concerns for menopausal
women. Due to a lack of awareness, and education, most men do not
take it into account, which causes them to see mental and physical
health issues. It is Menopausal women can get depression in early stage
if they get aware and can detect in the early stage that she is depressed
due to menopause. Besides, it is also seen that sometimes psychiatrists,
psychologists, and clinicians are not sure whether a patient is depressed
or not due to less severity of some symptoms. So, a model or system
will make it easy to diagnose depression among menopausal women.
From that perspective, we have conducted the study to find a machine
learning-based model for the initial diagnosis of depression among
menopausal women.

2. Background

Prediction of depression among menopausal women is a com-
plex and complicated task in the medical field. But very few studies
have been carried out to predict depression among women going
through menopause. Menopausal signs were not examined extensively
in Southeast Asia as were in Western countries [23]. The literature on
menopausal is very low to develop countries like Bangladesh. X. Li et al.
in 2015 develop a system implementing artificial neural networks to
predict menopausal symptoms [24]. They measured the sharpness of
menopausal syndromes by the Kupperman Menopausal Index (KMI).
This study is focused on the severity of the symptoms. But depression
is one of the major symptoms, which causes different psychological
or physical disorders. It does not predict the depression or risk of
depressive symptoms specifically.

In 2017, Zheng et al. proposed a scoring system based on symptoms
such as hot flashes and sweating among menopausal women to predict
the risk of depressive syndrome [13]. In this study, they considered
two symptoms mainly to predict depression. But Mamun Ibn Bashar
et al. showed that eight factors are significantly correlated to depres-
sion among pre- and post-menopausal women, which includes both
physical and mental symptoms [3]. There are more symptoms related
to depressive disorder. Menopausal women can experience different
forms of symptoms. In 2011, Chuni and Sreeramareddy showed that
menopausal signs have an incidence of more than 50 percent [25].
J. T. Bromberger et al. in 2015 showed that quite a significant risk
component for middle-aged women is severe depressive disorder [26].
Juang et al. in 2015 stated that in East Asian cultures, women who
are post- and perimenopausal with hot sweats are associated with
depression and anxiety syndromes [27].

In 2022, Handing et al. conducted a regional study to find out
the predictors of depression among middle-aged and older citizens
of Europe [28]. Their findings showed that menopause is one of the
key factors for depression among menopausal women. According to
some other recent studies, 67% of menopausal women believe that
menopause is responsible for obesity, and 65% of menopausal women
experience lifestyle changes that manage menopause [29–32]. 44%

of them had mild hot flashes and sweating episodes, 23% of women

2

experienced severe symptoms, and 45% of women had mild sleep
issues [33–35]. 36% were suffering from mild depression, and 30%
had no symptoms. 29% of women had osteoporosis, 46% of women
have joint pain 25% of women made diet dietary modifications during
menopause [36–39].

Since a very limited number of researches have been conducted
to predict depression among menopausal women, predicting the risk
factors is not clear and specific. Besides, the discussion mentioned
above indicates that depression prediction among menopausal women
is very crucial. From that perspective, the study is conducted to predict
depression among menopausal women.

3. Materials & Methods

3.1. Data and sample design

A survey was conducted to collect samples among rural women in
Tangail, the second-largest district by the population under the Dhaka
division in Bangladesh. Besides, it is the largest and one of the central
cities in the Dhaka division. A total of 346 samples were assembled
from individual women through interviews, which were performed face
to face, based on the standard questionnaires. The interview was held
between a well-trained interviewer and the participant. The dataset
belongs to 25 attributes, which are mentioned in Table 1 in detail.
The questionnaires of the dataset were defined following two studies
conducted by Ahmed and et al. in 2016 and Bashar et al. in 2017 [3,7].
They showed that these attributes are highly associated with depression
and quality of life among menopausal women. Based on these question-
naires, the attributes of the dataset are designed. The questionnaires are
represented in Table 2.

3.2. Methods

Fig. 1 demonstrates the methodology of this research work. The
entire methods of the study are described as follows sequence step by
step. It provides a clear understanding of the working flowchart.

3.2.1. Preprocessing
A classifier is inefficient in some cases in processing the raw data

due to some features [40]. Raw data is sometimes incomplete and
noisy. Sometimes, it is inconsistent also [41,42]. Raw data is very
sensitive to inconsistency or noise, which affects the outcome of the
analysis progress badly. So, data preprocessing is very important for
data mining [43,44]. Data preprocessing is associated to clean noisy
and inconsistent data, handling missing values, reduction of dimension-
ality, attribute selection, etc. [45,46]. So, the preprocessing phase is
very important to prepare a dataset for making a better prediction in
data mining and machine learning.

3.2.2. Imputation of missing values
At first, the dataset is loaded into Weka (Data Mining Tools, Version

3.8.3). Then, it is observed that the dataset contains some missing
values. So, a filter called ReplaceMissingValues under the attribute of
the unsupervised filter was applied to replace missing values. The filter
replaces missing values using mean or mode [47]. The mean is used in
terms of numeric values. On the other hand, the mode is used to replace
nominal values. It is the most popular and used filter to replace missing
values [48].

3.2.3. Outlier detection and removal
Outlier is indeed a piece of data that does not represent regular

behavior as other data point shows [49]. Outlier influences the Machine
Learning or Data Mining Process for forecasting results and discovering
efficient approaches to relevant issues [50]. So, making the dataset
free of outliers and extreme value is an essential task to get superior
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Table 1
Explanation of dataset.

Attribute name Description Data type

age Age of the participant Numeric
menopause Menopausal Status (0 = No, 1 = Yes) Binary
peww Physical Exercise Without Work (0 = No, 1 = Yes) Binary
hf Hot flashes (0 = No, 1 = Yes) Binary
ost Osteoporosis (0 = No, 1 = Yes) Binary
diabet Type 2 Diabetes (0 = No, 1 = Yes) Binary
chd Coronary Heart Disease (0 = No, 1 = Yes) Binary
heart_beat Heart Beating Quickly (0 = No, 1 = Yes) Binary
tense Feeling Tensed or Nervous (0 = No, 1 = Yes) Binary
sleep Sleeping problem (0 = No, 1 = Yes) Binary
excitable Excitable (0 = No, 1 = Yes) Binary
concentration Difficulty in Concentrating (0 = No, 1 = Yes) Binary
tired Feeling Tired or Lacking in Energy (0 = No, 1 = Yes) Binary
sweat Sweat at Night (0 = No, 1 = Yes) Binary
menstruation Physical Problem During Menstruation (0 = No, 1 = Yes) Binary
irritability Irritability (0 = No, 1 = Yes)
pressurehead Pressure or Tightness in Head (0 = No, 1 = Yes) Binary
tingling Tingling (0 = No, 1 = Yes) Binary
headaches Headaches (0 = No, 1 = Yes) Binary
pain Muscle and joint pain (0 = No, 1 = Yes) Binary
breath Breathing Difficulties (0 = No, 1 = Yes) Binary
knowledge Knowledge about Menopause (0 = No, 1 = Yes) Binary
pilknowledge Knowledge about Pill (0 = No, 1 = Yes) Binary
agediff Age difference from their husband Numeric
depression Depression present or not (1 = Depressed, 0 = Not Depressed) Binary
Table 2
Explanation of question.

Sl. No. Question Attributes used in dataset Answer

1 Name of the participant Not used in the dataset
2 Age of the participant age Age in number
3 Current menopausal status of the participant menopause (0 = No, 1 = Yes)
4 Does the participant do physical exercise without work? peww (0 = No, 1 = Yes)
5 Does the participant experience hot flashes? It means a sudden

feeling of heat that seems to come from nowhere and spreads
throughout the body.

hf (0 = No, 1 = Yes)

6 Does the participant experience osteoporosis? ost (0 = No, 1 = Yes)
7 Does the participant have diabetes or not? diabet (0 = No, 1 = Yes)
8 Does the participant have coronary heart disease or not? chd (0 = No, 1 = Yes)
9 Does the participant experience heart beat quickly? heart_beat (0 = No, 1 = Yes)
10 Does the participant fee tense or nervous? tense (0 = No, 1 = Yes)
11 Does the participant experience sleep problem? sleep (0 = No, 1 = Yes)
12 Does the participant feel excitable? excitable (0 = No, 1 = Yes)
13 Does the participant experience difficulty in Concentrating? concentration (0 = No, 1 = Yes)
14 Does the participant feel tired or lacking in energy? tired (0 = No, 1 = Yes)
15 Does the participant experience sweat at night? sweat (0 = No, 1 = Yes)
16 Does the participant experience physical problem during

menstruation?
menstruation (0 = No, 1 = Yes)

17 Does the participant experience irritability? irritability (0 = No, 1 = Yes)
18 Does the participant feel pressure or tightness in head? pressurehead (0 = No, 1 = Yes)
19 Does the participant experience tingling? tingling (0 = No, 1 = Yes)
20 Does the participant experience headaches? headaches (0 = No, 1 = Yes)
21 Does the participant experience muscle and joint pain? pain (0 = No, 1 = Yes)
22 Does the participant experience any breathing difficulties? breath (0 = No, 1 = Yes)
23 Does the participant have knowledge about menopause? knowledge (0 = No, 1 = Yes)
24 Does the participant have knowledge about pill of menopause? pilknowledge (0 = No, 1 = Yes)
25 Age difference from their husband agediff Number
26 The participant is depressed or not. depression (0 = No, 1 = Yes)
H
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prediction output in the Machine Learning approach. There is a filter
in Weka known as InterQuartileRange to detect outlier and extreme
values. Outlier and extreme values can be found by applying the same
filter. To detect outliers, the dataset is classified into three quartiles.
The first quartile is represented by 𝑄1, the second quartile le 𝑄2,
and the third quartile by 𝑄3. The value of Inter Quartile Range (IQR)
is measured following the equation IQR = Q3–Q1. Then, 𝐵𝑚𝑖𝑛, lower
oundary, and 𝐵𝑚𝑎𝑥 upper boundary were calculated by implementing
he following equations [51]:

𝑚𝑖𝑛= 𝑄1−1.5 ∗ 𝐼𝑄𝑅 (1)

𝑚𝑎𝑥= 𝑄3+1.5 ∗ 𝐼𝑄𝑅 (2)
 t

3

ere, the instance is known as an outlier, which shows a value lower
han 𝐵𝑚𝑖𝑛 and greater than 𝐵𝑚𝑎𝑥. A value in a dataset is considered
n extreme value, which value is either very small or very large. After
emoving outlier and extreme value, tune-up of data from either posi-
ive or negative case be moved more than the other groups. It causes
n imbalance in the class attributes, which is responsible for poor
ccuracy. So, it is an essential task to make the dataset balanced if the
ataset is imbalanced. A filter called Synthetic Minority Oversampling
echnique (SMOTE) is performed to balance the imbalanced dataset.

.2.4. Decision tree
The decision tree is one of the pioneer classification algorithms in

he machine learning and data science field. It makes a tree perform
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classification where a root node and a number leaf nodes are found. At
first, the value of the Gini index or entropy is calculated. Both Gini and
entropy are measures of the impurity of a node. The value of Gini and
entropy are calculated by the following equations [51]:

𝐺𝑖𝑛𝑖 = 1 −
𝑛
∑

𝑖=1
𝑃 2 (𝐶𝑖

)

(3)

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 =
𝑛
∑

𝑖=1
−𝑝

(

𝑐𝑖
)

log2
(

𝑝
(

𝑐𝑖
))

(4)

here 𝑝
(

𝑐𝑖
)

is the possibility of class 𝑐𝑖 in a node. The information gain
IG) value is calculated to split a node. IG measures the reduction in
ntropy. Higher IG indicates a lower entropy. The IG is found using the
ollowing equation [40]:

𝐺 (𝑆,𝐴) = 𝐻 (𝑆) −𝐻 (𝑆|𝐴) (5)

ere IG (S, A) refers to the information for the dataset S for the variable
for a random variable, H(S) is the calculated entropy for the dataset

nd H (S | A) is the conditional entropy for the dataset given the
ariable A. Based on these parameters, a tree is built to decide the
ategory of an instance. Thus, a decision tree works and classifies. It is
ne of the most efficient and well-performed classification algorithms.

.2.5. Random forest
Random Forest (RF) is a type of ensemble classification algorithm

hat derives from many decision trees [45,52]. Every tree relies on
he measure of a random vector, which is sampled freely and by the
quivalent distribution for whole trees that exist in the forest [53]. RF is
machine-learning supervised algorithm, which is executed to classify

nd predict the actual result based on previous data (training data). It is
aken into account as the best performer classifier because of its massive
umber of trees that exist in the forest which provides better outcomes
ompared to decision trees [54]. Basically, at the training stage, each of
hese trees is trained freely and the result of the training of all of these
rees is assembled by calculating the average [45]. A class attribute
alue is predicted by every tree that exists in the forest for each data
t the testing stage. When a class attribute value is predicted for every
ree, then the final result for every single test data is decided based
4

n majority voting [55,56]. Which classes attribute value achieves the
otes from the majority that attribute value is considered as the final
redicted value and assigned to the test data [57].

The algorithm works as follows [54]:

tep 1: Randomly choose 𝑥 attributes from total 𝑦 attributes, where x ≪ y.

tep 2: Encompassed by the 𝑥 attributes, compute the node ‘‘k’’ dealing with
he ideal intersect point.

tep 3: Divide the parent node into child nodes dealing with the ideal split.

tep 4: Follow again 1 to 3 steps while l number of nodes is created.

tep 5: Shape the forest by redoing steps 1 to 4 to create t number of trees
ollowing t number of times.
t first, x attributes are selected among the total y attributes. In the sec-
nd step, in every tree randomly choose x attributes to trace the parent
ode exploiting the ideal split approach. The next step computes the
hild node by the same method for the dataset. Correspondingly, the
rees are constructed from the parent node, while the entire child nodes
re brought out from the attributes. This randomly formed tree builds
he random forest, which is applied to predict the unknown results. The
lgorithm is exploited as a regression and classification method [28].
t provides better performance results and can handle noise, extreme
alue, and an outlier in the data. It is implemented in this study because
t has less possibility of over-fitting and it has previously provided
etter classification accuracy [53,56,58–60]. Besides, RF is considered
he most preferable algorithm in maximum clinical research [61,62].

.2.6. XGBoost
XGBoost is an abbreviation for Extreme Gradient Boosting. It is

sort of supervised ensemble machine-learning method. The method
s primarily built on the decision tree notion, which is based on a
radient-boosting framework [23]. It is used to address issues including
egression, classification, ranking, and user-defined prediction. It is a
ully modular tree-boosting algorithm that is widely used in machine
earning. XGBoost offers a significant capacity to deliver solutions to
eal-world situations with minimal resources. XGBoost is expected to
e similar to tree boosting (also known as GBDT, GBM) to quickly and
ccurately solve a wide range of machine learning issues [24]. XGBoost
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has become one of the most effective classification algorithms in the
field of machine learning and data science in recent years.

3.2.7. Adaboost classifier
AdaBoost, also known as Adaptive Boosting, is a boosting technique-

based machine learning approach that is utilized as an ensemble
method. It is named Adaptive Boosting because the weights are added
to each instance, with larger weights applied to mistakenly identify
instances. While classifying, it creates a model by assigning equivalent
weights to all data objects. It, therefore, gives more weight to points
that were incorrectly recognized. In the following model, all of the
points with higher weights are given more attention. This implies
that each consecutive model will receive a weighted input. It will
continue to train models until a lower error occurs. All of these separate
models are insufficient to accurately identify the data objects and are
commonly referred to be weak learners. After incorporating all of these
weak learners, the final model is able to properly classify all of the data
objects. This final model is referred to as a strong learner. This strong
learner is known as an Adaboost classifier.

3.2.8. Performance analysis
There are various types of classifiers available in machine learning.

All of these classifiers are exploited to build specific machine learning-
based systems. All classifiers have their own implementation. The
efficiency of a machine learning-based model depends on a suitable
classifier. Every classifier has some pros and cons. The accuracy of the
classifiers varies based on methodology, data types, and dataset. Every
classifier provides different accuracy in different methods and datasets.
It is a very important task in machine learning to find out a suitable
classifier for a specific model. The suitable classifier is chosen based
on the performance of that particular classification algorithm. Various
characteristics and parameters are taken into consideration to evaluate
the performance of a classifier. The rest of the section will describe the
characteristics and variables used to assess a classifier and model.

3.3. Evaluation metric by class

Different classifiers were applied to find out the best performer
classifier for the proposed system. Every classifier produces a confusion
matrix. The confusion matrix represents the number of correctly and
incorrectly classified instances. Based on this confusion matrix, the
different statistical result is calculated.

Based on the result of different classifiers’ confusion matrices, dif-
ferent measures were considered to compare and evaluate the proposed
classifier from other algorithms. These measures are mentioned as
follows with the calculation formula [63,64]:

Sensitivity = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(6)

Specificity = 𝑇𝑁
𝑇𝑁 + 𝐹𝑃

(7)

Accuracy = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁

(8)

True Positive Rate = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(9)

False Positive Rate = 𝐹𝑃
𝐹𝑃 + 𝑇𝑁

(10)

True Positive, represented by TP, is a positive case, which is correctly
identified by the classification algorithm [65]. If the prediction result
by the classifier is ‘‘Yes’’ and the actual result is ‘‘Yes’’ then it is cate-
gorized into TP [66]. True Negative, represented by TN, is a negative
case, which is identified correctly [65]. False Positive, demonstrated
by FP, is a negative case, which is incorrectly identified as a positive
case [65]. If the actual result is ‘‘No’’ but the predicted result by the
classifier is ‘‘Yes’’ is categorized into FP [54]. On the other hand, False
Negative, represented by FN, is a positive case but miscategorized into
 t

5

negative cases [65]. The percentage of correctly classified cases is said
to be accurate [64].

For more precise results, three more parameters are brought into
consideration such as precision, recall, F-Measure, and Matthews Cor-
relation Coefficient (MCC). The described equations are applied to get
this variable’s result [67,68].

Precision = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

(11)

ecall = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(12)

-Measure =
2∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙

(13)

𝑀𝐶𝐶 = 𝑇𝑃 ∗ 𝑇𝑁 − 𝐹𝑃 ∗ 𝐹𝑁
√

(𝑇𝑃 + 𝐹𝑃 ) (𝑇𝑃 + 𝐹𝑁) (𝑇𝑁 + 𝐹𝑃 ) (𝑇𝑁 + 𝐹𝑁)
(14)

recision is a component of the positive cases between the collected
nstances [54]. The Recall is a tiny portion of the correct instances
hat have been well recovered over the overall number of application
nstances. The F-Measure (or f-score) is known to be founded on the
wo-fold precision–recall times divided by the amount of precision as
ell as recall [68]. It is a correlation coefficient between actual and
redicted values binary classifications, taking values from −1 represent-
ng inverse forecasting (total difference of opinion) to 1 representing
erfect prediction (full agreement) [69]. It is considered to be a bal-
nced metric which can be used even in scenarios of imbalanced data.
owadays, the MCC is widely used in scientific research [70–72].

.4. Area under the ROC curve (AUROC)

The Receiver Operating Characteristic (ROC) curve is a visual the
rea under the ROC curve (AUROC) has been a well-known measure
f the performance of the classification algorithm [73–75]. The AUC
s a combined indicator of sensitivity (TP/(TP+FN)) and specificity
TN/(TN+FP)) over the broad spectrum of potential threshold val-
es [76]. It refers to the possibility that the classification algorithm
ill be randomized to rank chosen positive instances stronger than

he randomly picked negative cases [77]. The AUC of a classification
lgorithm is estimated by the following equation [78].

=
𝑘 − 𝑝 (𝑝 + 1) ∕2

𝑝 ∗ 𝑛
(15)

here p and n refer to the number of positive and negative cases
espectively. Besides, 𝑘 =

∑

𝑟𝑖 where ri is used to represent the rank
f 𝑖th positive cases in the list of rank.

Some prior studies have shown how AUC does better than other
easurement metrics [79–81]. Most importantly, AUC is a statistically

etter performer than accuracy [80].

.5. Precision–Recall Curve (PRC curve)

The Precision–Recall curve refers to a graphical view of precision
nd recall, where the x-axis represents recall (sensitivity) and y-axis
epresents precision (specificity). It is a widely used parameter to eval-
ate the machine-learning model, especially where data is imbalanced.
t is considered as more accurate than the ROC curve when binary
lassification is performed [81]. It provides a better understanding of
he performance of any machine learning system.

. Results and discussion

In this study, four different supervised machine learning algorithms
ere applied to the dataset, such as Decision tree, AdaBoost Classifier,
GBoost, and Random Forest Classifier. Different parameters of these
lgorithms were analyzed and compared to get the best performer
lassification algorithm among them. The result and performance of all
he applied classifiers have been discussed in this section.
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Table 3
Statistical representation of all characteristics of all patients in the dataset.

Categorical feature

Feature Category All participants (%) N = 346 Participant’s condition P value

Normal Depressed

menopause 0.539

Yes 151 (43.64) 33 (21.85) 118 (78.15)
No 195 (56.36) 170 (87.18) 25 (12.82)

peww <0.001

Yes 81 (23.41) 61 (75.31) 20 (24.69)
No 265 (76.59) 142 (53.58) 123 (46.42)

hf

Yes 208 (60.12) 89 (42.79) 119 (57.21) <0.001
No 138 (39.88) 114 (82.61) 24 (17.39)

ost <0.001

Yes 38 (10.98) 13 (34.21) 25 (65.79)
No 308 (89.02) 190 (61.69) 118 (38.31)

diabet <0.001

Yes 336 (97.11) 197 (58.63) 139 (41.37)
No 10 (2.89) 6 (60) 4 (40)

chd <0.001

Yes 312 (90.17) 169 (54.17) 143 (45.83)
No 34 (9.83) 34 (100) 0 (0)

heart_beat <0.001

Yes 224 (64.74) 91 (40.625) 133 (59.375)
No 122 (35.26) 112 (91.80) 10 (8.20)

tense 0.072

Yes 120 (34.68) 40 (33.33) 80 (66.67)
No 226 (65.32) 163 (72.12) 63 (27.88)

sleep 0.018

Yes 174 (50.29) 83 (47.70) 91 (52.30)
No 172 (49.71) 120 (69.77) 52 (30.23)

excitable 0.009

Yes 177 (51.16) 81 (45.76) 96 (54.24)
No 169 (48.84) 122 (72.19) 47 (27.81)

concentration <0.001

Yes 89 (25.72) 25 (28.09) 64 (71.91)
No 257 (74.28) 178 (69.26) 79

tired <0.001

Yes 25 (7.23) 3 (12) 22 (88)
No 321 (92.77) 200 (62.31) 121 (37.69)

sweat <0.001

Yes 195 (56.36) 84 (43.08) 111 (56.92)
No 151 (43.64) 119 (78.81) 32 (21.19)

menstruation <0.001

Yes 260 (75.14) 127 (48.85) 133 (51.15)
No 86 (24.86) 76 (88.37) 10 (11.63)

irritability 0.004

Yes 107 (30.92) 67 (62.62) 40 (37.38)
No 239 (69.08) 136 (56.90) 103 (43.10)

pressurehead 0.146

Yes 162 (46.82) 69 (42.59) 93 (57.41)
No 184 (53.18) 134 (72.83) 50 (27.17)

tingling <0.001

Yes 210 (60.69) 84 (40) 126 (60)
No 136 (39.31) 119 (87.50) 17 (12.5)

headaches 0.590

Yes 150 (43.35) 58 (38.67) 92 (61.33)
No 196 (56.65) 145 (73.98) 51 (26.02)

pain <0.001

Yes 95 (27.46) 52 (54.74) 43 (45.26)
No 251 (72.54) 151 (60.16) 100 (39.84)

(continued on next page)
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Table 3 (continued).
Categorical feature

Feature Category All participants (%) N = 346 Participant’s condition P value

Normal Depressed

breath <0.001

Yes 288 (83.24) 154 (53.47) 134 (46.53)
No 58 (16.76) 49 (84.48) 9 (15.52)

knowledge <0.001

Yes 293 (84.68) 153 (52.22) 140 (47.78)
No 53 (15.32) 50 (94.34) 3 (5.66)

pilknowledge <0.001

Yes 89 (25.72) 84 (94.38) 5 (5.62)
No 257 (74.28) 119 (46.30) 138 (53.70)

Numerical feature

Feature All patient Participant’s condition P value

Normal Depressed

Mean (Median) IQR (STD) Mean (Median) IQR (STD) Mean (Median) IQR (STD)

Age (Years) 44.64 (50) 37.0 (20.83) 54.10 (58) 12 (16.92) 31.19 (23) 1 (18.36) <0.001
Agediff (Years) 11.14 (10) 2 (2.64) 11.52 (10) 3 (2.98) 10.59 (10) 0 (1.97) 0
Table 4
Performance comparison of applied algorithms.

Algorithm Accuracy (%) Precision Recall F1 score Log loss

Decision tree 94.23 0.94 0.94 0.94 1.99
AdaBoost classifier 95.19 0.95 0.95 0.95 1.66
Random forest 95.19 0.95 0.95 0.95 1.66
XGBoost 97.11 0.97 0.97 0.97 0.996

a. Statistical Data Analysis
Table 3 states the statistical representation of all the features of the

dataset including numeric and binary. Table 3 explains that 78% of
menopausal women are facing depression. Of the women who do not
face hot flashes, menstruation, and breathing issues 82.61%, 88.37%
and 84.48% respectively are not facing depression. Besides, 94.34%
of women without having menopausal knowledge experience depres-
sion during the menopausal period. On the other hand, 94.38% of
women who do not face depression during the menopausal period
have pill knowledge. Most menopausal women face depression duration
menopause with osteoporosis, heartbeat, tension, concentration, pres-
sure or tightness in the head, tingling, and headache issues. In addition
to that, it is found that the average age and age difference is 31.19 and
10.59 years for women facing depression. Finally, it can be decided that
having pill knowledge is crucial for women who are passing through
the menopausal period.
b. Exploratory Data Analysis

Fig. 3(A) represents a kernel density estimate (KDE) plot for the
experiment of the density of participants according to age distribution.
It is found that age groups from 15 to 30 years, and 50 to 70 years are
denser than other age groups for the participants who are experiencing
depression. However, the age group from 50 to 70 years is denser for
the participant who is not facing depression. Fig. 3(B) represents the
KDE plot for the experiment of the density of participants according to
the distribution of age difference of the participant from their husbands.
It is found that the age difference of 9 to 11 years is denser for both
groups of participants.
c. Performance Analysis

In Section 3.2.5 under Section 3, it is shown that a confusion matrix
is derived from every classifier. From the result of the confusion ma-
trix, the performance for all classifiers is estimated based on different
parameters. The rest of the section will analyze the performance of
all applied classifiers for tracing the best-performer classifiers for the
proposed system.

Table 4 demonstrates the outcome of different kinds of perfor-
mance metrics with values of the classification algorithms such as
7

Decision tree, AdaBoost Classifier, Random Forest, and XGBoost Clas-
sifier., which is found exploiting these algorithms on the menopausal
dataset. These performance parameters are used to evaluate the suitable
classification algorithm compared with other classifiers. Table 3 repre-
sents that RF is the best-performing classifier with 97.11% accuracy
and 0.97 precision, recall, and F1 score along with 0.996 log loss.

Fig. 4 visualizes the feature importance values of each applied
classification algorithm. It also represents the most significant risk
factors with high values. According to the figure, age, tiredness, and
menopause are the most significant risk factors. Besides, ost, knowl-
edge, headaches heart beats, tingling, and excitability are also impor-
tant symptoms for having depression among menopausal women.

Table 5 demonstrates the most significant risk factors, which is 14
in number. These risk factors are identified by the feature importance
score of each applied classification algorithm. The most frequent risk
factors are collected for further machine learning analysis. According
to the table, age, ost, knowledge heartbeat, and others are represented
in the last column of Table 5.

Table 6 represents the outcome of different kinds of performance
metrics with values of the applied classification algorithms such as
Decision tree, AdaBoost Classifier, Random Forest, and XGBoost Clas-
sifier., which is found exploiting these algorithms on the 14 most
significant features of the menopausal dataset. It is observed that
Random Forest and XGBoost are the best-performing classifier with
99.04% accuracy and 0.99 precision, recall, and F1 score along with
0.332 log loss.

Fig. 5 depicts the performance comparison between the perfor-
mance of the entire dataset and the 14 most significant features. The
figure illustrates the performance of accuracy, precision, recall, F1
score, and log loss. According to the figure, the 14 most significant
features have produced a better performance by every performance
metric for the detection of depression among menopausal women. So,
these 14 most significant features are able to detect depression among
menopausal women.

AUROC is one of the major characteristics, which measures the
performance of a classification algorithm. It is mostly used charac-
teristics to evaluate the performance of any classifiers. Fig. 6(A) and
(B) illustrate the AUROC of different applied classifiers for all the
features and 14 most significant features respectively to visualize the
performance of applied classifiers graphically. Fig. 6(A) demonstrates
that the Random Forest classifier is showing a superior result to any
other result. Random Forest classifier covers 99.7% area under the ROC
curve, which is the best result for all the features. On the other hand,
the Random Forest classifier is the best-performing classifier with 100%
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Fig. 2. illustrates a heatmap, which is generated based on the p-value of all the features of the dataset used in this study. Heatmap is a graphical representation of different data
into a map or a figure. Fig. 2 represents the statistical significance among all the attributes graphically with p values. It is a statistical representation of the dataset. The figure
provides a clear understanding of the dataset statistically.

Fig. 3. KDE plot for age distribution.

8
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X

Fig. 4. Visual representation of ranking important risk factors based on feature importance score finding for all the applied algorithms. (A) Random forest, (B) Decision tree, (C)

GBoost, (D) Adaboost classifier.
Table 5
14 most important risk factors for depression among menopausal women according to all the applied algorithms.

Feature ranking Random forest Decision tree XGBoost Adaboost classifier Collected most significant features

1 age menopause tired age age
2 menopause ost knowledge ost ost
3 heart_beat knowledge ost excitable knowledge
4 tingling headaches heart_beat heart_beat heart_beat
5 concentration age age pressurehead pressurehead
6 tense pressurehead agediff knowledge pilknowledge
7 tired tired tingling sweat tired
8 sweat heart_beat pressurehead headaches headaches
9 pressurehead excitable irritability pilknowledge excitable
10 headaches hf headaches menopause headaches
11 irritability sleep pilknowledge tense tense
12 pain tingling pain sleep sleep
13 sleep tense excitable agediff agediff
14 agediff irritability hf tired irritability
performance for the 14 most significant features, which is illustrated in
Fig. 6(B).

The Precision–Recall curve is another major characteristic of a
machine learning model, which represents the performance of the
9

model. The following figure describes the precision–recall curve of all
the applied classifiers. Fig. 6(B) and (D) represent the precision–recall
curve for all the features and 14 most features respectively. The curve
analysis demonstrates that the performance of the AdaBoost classifier is
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Fig. 5. Visual representation of performance comparison between performance of all the features and 14 most significant features. (A) Accuracy, (B) Precision, (C) Recall, (D) F1
score (E) Log loss.
Table 6
Performance of all the applied algorithms for 14 features.

Algorithm Accuracy Precision Recall F1 score Log loss

Decision tree 95.19 0.95 0.95 0.95 1.66
AdaBoost classifier 97.11 0.97 0.97 0.97 0.996
Random forest 99.04 0.99 0.99 0.99 0.332
XGBoost 99.04 0.99 0.99 0.99 0.332

not satisfactory since they are showing the least performance compared
to the other classifiers for both 6(B) and (D). Though the Random Forest
classifier is providing the best outcome for both cases, 14 most features
produced better performance than the performance produced by all the
features. So, Random Forest is the most suitable classification algorithm
in this case with the 14 most significant features.

In summary, we gathered a menopausal dataset with respect to
depression. The collected dataset was preprocessed as necessary. For
a better understanding of the dataset, EDA and statistical data analyses
were employed on the dataset. To develop the machine learning model,
we selected four machine learning algorithms: Adaboost Classifier,
XGBoost Classifier, Decision Tree, and Random Forest. These algo-
rithms were applied to the processed dataset and compared all the
algorithm’s performances based on accuracy, sensitivity, specificity,
precision, recall, F1 score, MCC, ROC, and PRC. In addition, the ROC
and Precision–Recall curves were produced to test the models. Then
we found the most significant risk factors with respect to each applied
algorithm, which is 14 in number. Then we again applied machine
learning algorithms to the most significant features and found signifi-
cant performances of all the applied algorithms. Where Random Forest
10
and XGBoost classifiers generated the best performance with 99.04%
accuracy. So, Random Forest and XGBoost classifiers can be applied
to predict depression among menopausal women employing the 14
most significant features mentioned in Table 5. This study will help
psychiatrists, psychologists, and clinicians to predict depression among
menopausal women. Sometimes, due to less severity of symptoms, it
is not possible to predict depression among menopausal women by
psychiatrists, psychologists, and clinicians. Since depression causes se-
rious mental and physical ailments, it is very crucial to predict whether
a menopausal woman is depressed or not. From this point of view,
this study will play a crucial role to predict depression and ensuring
quality of life among menopausal women. The proposed model can be
deployed on mobile application, web applications and other software.

5. Conclusion

The depression of menopausal women unquestionably disrupts the
quality of life. Depression is also a fundamental issue that induces
severe physical and mental ailments. Most of the women do not take
this into consideration because of a lack of awareness and knowledge.
In addition, limitations of psychiatric diagnosis and high costs, which
are other reasons to skip the issue. In order to solve this kind of
problem, machine learning plays a key role in predicting and detect-
ing numerous issues in the age of scientific development. From that
perspective, a prediction system is developed in this study to predict
depression among menopausal women. Numerous machine learning
classification algorithms are employed on a raw dataset. From all of
these algorithms, a superior performer algorithm is chosen for the
proposed method based on accuracy, sensitivity, specificity, precision,
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Fig. 6. Area under curve (AUC). (A) Area under ROC (AUROC) curve for all the features, (B) Area under Precision–Recall (AUPRC) curve for all the features. (C) Area under ROC
(AUROC) curve for 14 most significant features, (D) Area under Precision–Recall (AUPRC) curve.
recall, and F-Measure. It is observed that Random Forest and XGBoost
show significantly better outcomes than other classifiers with the 14
most significant features. This study aims to provide a simple and
user-friendly prediction system, which is easy to use.
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