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ABSTRACT 

 

Fracture detection in medical imaging is a well-established paradigm. These days, a lot of doctors 

and other medical professionals utilize computer-aided diagnostic systems (CAD) to assist them 

diagnose a variety of illnesses more correctly by evaluating medical images. Similarly, typical 

explanations of bone fractures include trauma, pressure, and osteoarthritis. In addition, bone is a 

hard substance that supports the entire body. Thus, the bone fracture is regarded as the major 

problem of the last year. In CAD systems, computerized vision-based bone fracture recognition is 

growing more and more important since it reduces physician workload by identifying instances 

that are easy to address. This paper introduces many image processing techniques to identify 

different forms of fractures in the lower leg bones, the femur and tibia. The purpose of the research 

is to use an x-ray image to detect the kind of fracture and ascertain if the tibia and femur are both 

broken. Various approaches and algorithms have been created to accurately detect and classify 

images based on the presence or absence of fractures in different body parts. In this particular 

experiment, two distinct class types—Fracture and Normal—as in addition to deep learning-based 

models were employed. The five models: MobileNetV2, InceptionV3, VGG16, VGG19, and 

InceptionResNetV2 are utilized to anticipate and identify X-ray pictures in order to classify bone 

fractures. Finally, the technique's results are assessed using two different performance 

assessments. Performance evaluation for fractures and normal circumstances is the initial accuracy 

set, and it uses four possible outcomes: TP, TN, FP, and FN. Using these models, the accuracy of 

each kind of fracture in mistake scenarios is analyzed next. My suggested method opens the door 

for autonomous recognition of femur & tibia fractures in bones thanks to the InceptionResNetV2 

approach, which has a 94.23% accuracy rate. In the end, the InceptionResNetV2 network is 

employed for classification in order to recognize fracture in order to generate a web prototype. 
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CHAPTER 1 

Introduction 

 

1.1 Introduction 

Recent open-ended competitions and clinical investigations have shown that fracture diagnosis has 

become one of the more often discussed issues in the field of healthcare imaging. A system that 

helps physicians with the automated identification of fractures has to be developed in order to 

reduce the burden in the medical sector and free up more time for them to focus on the most 

essential patients. Thanks to developments in software and technology, the medical image 

processing field is starting to be acknowledged as a legitimate scientific field. It is necessary for 

sickness diagnosis, improved patient care, and helping physicians decide on the best possible 

course of action. Among the various ailments that plague people in today's society, bone fractures 

are getting more and more common. As such, it is important to detect and treat them. Bone 

fractures are a common problem that are rapidly becoming more common, even in the most 

developed nations. Bone fractures can be caused by straightforward mishaps or other 

circumstances. Consequently, a timely and precise diagnosis may be necessary for any prescribed 

treatment to be effective. In reality, X-ray images are the primary tool used by radiologists and 

medical specialists to determine the precise nature of a fracture and whether it has occurred. It 

takes a lot of time and effort to diagnose fractures using human inspection or conventional X-ray 

technologies. It has been shown that a weary radiologists would sometimes ignore a fracture image 

among normal ones. By looking for suspicious cases in X-ray images, a computer vision system 

can help notify doctors. The idea of an automated evaluation procedure has long been alluring 

since depending just on experts to manage such a significant matter has resulted in unacceptable 

errors. San Myint et al. reported Leg Bones Fracture Discovery in x-ray images: preprocessing, 

segmentation, fractures identification, and classification technique. It also describes how to get the 

optimal data out of a bone image for segmentation using an ingenious edge detector. To extract 

features for line detection, the Hough transformed approach is used [1]. 

 

M. S. Mallikarjunaswamy & R. Raman concentrated on developing an efficient image-processing-

based system that can leverage information acquired via CT and x-ray images to swiftly and 

reliably identify bone fractures. The image processing methods employed by the researchers 
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included edge detection, feature extraction, the process of segmentation and pre-processing. The 

programming tool used to classify the bone into fractured and non-fractured groups and assess the 

accuracy of different methods was MATLAB 7.8.0. They said that, with just modest performance 

restrictions, the system could detect fractures in the bones with 85% accuracy. 

 

Numerous DL techniques may be used to identify the fractures related to the tibia and femur.  The 

proposed model comprises image capture, initial processing, segmentation feature extraction, and 

classification. Deep learning (DL) and computational image analysis offer a range of 

methodologies for the majority of a procedure sequence. These steps are required to compare 

drawings that might be used to accurately identify a fractured bone. The first step in educating the 

computer is to get and scan corrupted photographs in the JPG, PNG, and Tiff file formats.  The x-

ray pictures with the fractured bone are the first thing the system retrieves. The energy density of 

the beginning jpg file type was then changed by another time after that. 

 

As previously said, an autonomous computer-based method for identifying bone fractures is 

crucial for improved medical advancement and efficient fracture categorization. The Internet of 

Things, image processing, and big data are some of the methods used to categorize bone fractures. 

For this goal, the DL approaches are also demonstrated to be beneficial. The system can learn by 

itself and form opinions thanks to the deep learning technology. Three types of neural networks 

for deep learning may be distinguished: unsupervised learning, self-taught learning, and 

reinforcement learning. In this study, a number of advanced deep learning algorithms were trained 

to identify bone fractures; these methods will also carry out the classification task. 

 

This article looks at fractures to the tibia and femur. Following picture identification, a variety of 

processing techniques are applied to solve the particular difficulties presented by the authentic 

bone fracture images in order to achieve a number of goals. The following goals can be 

accomplished by picture analysis: 

 

• Identifying fractures from x-ray pictures of bones. 

• Determining the fracture's severity using the measurements obtained from DL models. 

• Creating web prototype for detecting x_ray fractured or Not 
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1.2 Objectives 

We live in an era of rapid technical advancement. Any difficulty may be solved with innovation. 

Consequently, a significant quantity of research has been done to help the medical industry expand. 

The largest weakness in the healthcare industry at the moment is the X-ray of the bone. The human 

body is susceptible to several kinds of fractures. The major goal of this work was to use deep 

learning techniques to diagnose fractures of the tibia and femur.  Predicting the x-ray fracture is 

the primary objective, which is to accurately categorize different types of bone fractures. many 

kinds of fractures in the bones, including Normal and Non-Normal. My objective is to use deep 

learning and an image analysis system to classify x-ray images that show bone fractures. 

Consequently, I have been able to set the following objectives:  

 

• To support patients and the healthcare industry. 

• To anticipate the two kinds of fracture photos using deep learning.  

• To gather data that can be used to forecast fractures. 

• Gaining a thorough comprehension of the fields of deep learning. 

• Using a variety of approaches to improve results. 

 

 

 

1.3 Motivation 

Making items for the medical industry attracted me since it is the most crucial element of all 

medical sites. I and the system believe that the medical sector has a considerable influence on all 

ailment categories, including bone fracture. This is what motivated me to work in the medical field 

and employ AL and DL to treat patients who have bone fractures connected to x-rays. I thought 

for a while, but I was unable to come up with a paper topic that would satisfy the study's standards. 

I consequently sought advice from one of my esteemed teachers. It was suggested to me that I 

research an idea related to this problem since bone fracture radiation from x- are frequent in today's 

environment. I was overjoyed to have chosen the medical industry as my research topic. Because 

of this, I decided to write about "Classification of Bone Fractures Using X-Ray Images With The 

Help Of Deep Learning." Furthermore, I observe that academics are studying the medical fields 

more and more in an attempt to build my own, and that society is utilizing recent findings to 
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improve the medical field. We were inspired to carry out this type of research-based activity by 

the following. With everything around me being interconnected through artificial intelligence, 

deep learning is vital. 

 

 

1.4 Rationale of the study 

Thousands of research have been done in fields like object recognition and image processing, thus 

there has definitely been improvement in these areas. On the subject of "Classification Of Bone 

Fractures Using X-Ray Images With The Help Of Deep Learning," there are still not many finished 

publications. Consequently, my study employs a variety of algorithms and classification 

techniques.  I made a specially tailored model and predictor for this topic. I was able to finish the 

assignment quickly because of my careful planning. 

 

Image processing is a multifaceted procedure that includes several subcategories, such as 

measurement processing, data reduction, picture enhancement, restoration, and augmentation. One 

benefit of digital images is that they take up less space to store. Images are not perfect. Defects 

arising from problems during the digitizing process may be present in images. Image enhancing 

techniques can be used to repair damaged photographs. Their identification can also be achieved 

through the use of deep learning algorithms. 

 

1.5 Research Question 

With much passion and work, this research has been finished.  This homework was incredibly 

challenging for me to complete. There are several obstacles in the way of creating an accurate, 

feasible, and equitable system. To address this issue and look at these concepts more thoroughly, 

academics are curious to know the answers to the following important questions: 

 

• Can I do my deep learning study with raw picture data?  

• Is it proper to approve unprocessed data? 

• Is it feasible to first preprocess the data using a deep learning technique? 

• Can these methods and approaches benefit the medical field? 

• In what ways may this research and these methods help patients? 
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1.6 Expected Outcome 

Since such circumstances had the most fundamental expected effect of mine, certain realities are 

included in this section.  Several classification algorithms are being utilized to categorize the tibia 

and femur fractures for the sake of future study and to forecast the real prognosis of a bone fracture. 

This research-based effort aims to provide a complete, effective approach or methodology that 

uses a prediction algorithm trained from an unprocessed dataset to identify fractures of bone in x-

ray images.  As a result, the list of every one of the previously indicated anticipated outcomes is 

as follows: 

 

• I will demonstrate that there are fractures in the tibia and femur based on the examination 

of the bone. 

• A better understanding of the process of using DL to identify fractured bones from x-ray 

images. 

• I wish to compare my findings with those of previous studies using outdated picture data. 

• Deciding which CNN model DL works best in identifying fractures of bones from x-ray 

images based on the data presented. 

 

 

 

1.7 Layout of the Report 

A summary of the study's technique, including its goals, inspiration, purpose, and anticipated 

results, was given in the first chapter. This section also outlines the investigation's general 

structure. 

 

Chapter 2 goes on what has already been achieved in this field. The second part's last section 

continues to show the depth that arises from this subject's limitation. There is a brief discussion of 

the primary obstacles or restrictions to the research. This chapter explains the topic, provides 

sections on related works, and lists the obstacles that must be overcome in order to complete the 

task. 
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Chapter 3 provides an explanation of how this study project was conceptualized.  This chapter 

offers further information on the statistical methods that were used in order to deal with the 

theoretical element of the investigation. The procedural approaches to the deep learning 

technologies are also demonstrated in this chapter. The procedure for gathering datasets and the 

system for preparing data are described in the next chapter. In order to evaluate the algorithm and 

display the classifier's accuracy tag, confusion matrix evaluation is also incorporated in the latter 

section of this subdivision. Incorporating implementation analysis is important to guarantee 

authentic correctness when utilizing deep learning methodologies. The study subject and tools, 

workflow, data collecting procedure, data processing, recommended model, learning mode, and 

the operational needs that had to be fulfilled in order to construct this project are just a few of the 

issues covered in this section. Every method in this study includes a detailed explanation of all the 

DL approaches and categorization that were employed. 

 

The experimental findings, performance assessment, and result discussion are presented in Chapter 

4. This chapter contains a few test images to help with the project's implementation. This chapter 

ends with an overview of the application of deep learning techniques. 

 

 

An introduction of the study, details on upcoming activities, and an explanation of the results were 

provided in Chapters 5 and 6. This chapter provides a verifiable example to demonstrate that the 

project's report conforms with the requirements throughout. Effect on the Entire Society 

Sustainability and the Environment: The chapter closes by highlighting the shortcomings of my 

present endeavors, which may have an impact on future workers who have similar aspirations. 
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CHAPTER 2  

Background 

 

2.1 Introduction 

The research summary, difficulties, relevant literature, and study results are the key contents of 

this section. In "Associated Works," I'll look at research publications by other authors and talk 

about how their ideas connect to their methods and precision. I will talk about the articles, 

strategies, and reliability of other academic publications that are pertinent to my research in the 

part that focuses on comparable works. My connected efforts will be summarized in the research 

descriptions section. I go into how I overcome every challenge I encountered while doing the 

inquiry and how I improved each stratum's accuracy during the challenging portion. Anything has 

been discussed before. 

 

 

Fig 2.1: Describes the use of several deep learning approaches. 

 

Using CT scan images as input images, vertebral fractures were detected. The detection of 

anomalies in the tissues under study was facilitated by the application of preparatory processing 

techniques such as glazing or Hounsfield translation to units, as a CT scan provides more details 

about particles than an X-ray. However, the accuracy of diagnosing fractures of the upper and 
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lower limbs utilizing X-ray photographs as the output is reduced compared to the claimed accuracy 

for cervical spine fractures due to the loss of important pixel information. When comparing the 

lower and upper limbs, the femur in particular has more bone density than the other, allowing the 

upper limbs to sustain the load of the entire body. Figure 2 shows a pie chart representing the use 

of various modalities and DL models. Using deep learning techniques, one X-ray received a 46% 

score. 

 

  

 

Fig 2.2:  Deep learning methods for fracture detection. 

 

A synopsis of clinical studies on deep learning approaches for fracture detection is shown in Figure 

2.2. Inception Net has proven incredibly popular and effective here compared to other DL 

techniques, with a 23.5% success rate. 

 

2.2 Related Works 

A lot of effort has gone into classifying fractures in bones using x-ray images. Below is a 

discussion of many techniques for identifying fractures in bones that have been examined by a 

large number of researchers. 
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Ma and Luo [2] introduced a novel method for pinpointing fracture sites in X-rays. Fracture lines 

may be accurately recognized and classified using a newly developed classifying network termed 

Break-sensitive convolutional neural networks (Crack Net). The proposed technique may locate a 

damaged bone and identify its location in an X-ray image. With its assistance, medical 

professionals can detect a bone fracture. An approach to muscle imaging fracture diagnostics 

through training. After 375 thorough tests on the Radioed dataset, the recommended process was 

shown to be more successful than other methods in terms of accuracy as a whole (88.39%), recall 

(87.50%), and precisely (89.09%). 

 

Karanam et al. [3] conducted study on classified bone fractures using machine learning and deep 

learning. Using InceptionV3, SVM, random forest, K-nearest neighbor (KNN), and ResNeXt101, 

fractures were evaluated, classified, and identified. ResNeXt101 enhanced test scores by 93.75%. 

The suggested technique helps radiologists and medical experts diagnose fractures, classify them, 

and offer courses of therapy. Based on research conducted, the majority of intellectuals have an 

appetite in evaluating bone splits; nonetheless, in recent years, a few scholars have become 

interested in categorizing bone fractures. 

 

A Faster R-CNN-based approach for the automatic detection and classification of rib fractures was 

presented by Zhou et al. [4]. This method achieved three goals: resilience of the model, fracture 

identification and categorization, and an effective mechanism. The study found that the more 

potent R-CNN beat the YOLO V3 model in terms of accuracy and detection speed. This inquiry 

achieved an index of sensitivity of 86.3% and an accuracy of 91.1%, demonstrating remarkable 

accomplishment. 

 

Hrzˇic´ et al. [5] presented a fracture identification and classification technique using X-ray 

images. This method used local entropy to minimize noise in X-ray images. The local sensitivity 

of Shannon for every pixel in the image was computed utilizing a rolling 2D window. After 

segmenting the source image, photos were treated utilizing graph theory to eliminate negative bone 

outlines and enhance edge detection. In the end, a distinction among the recovered and expected 

outlines was computed to identify and classify the fracture. The study shows an average accuracy 

of 86.22% and a rate of discovery of 91.16%. 
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Yang et al. [6] developed a number of line-based fracture detection methods, including 

conventional line-based detection and adapting differentially variable optimum (ADPO) line-

based bone identification using X-ray photos. In order to discern the rupture line from a nonfracture 

line, artificial neural networks (ANNs) are utilized to categorize the fractures and extract properties 

from patterns that are observed. The ADPO-based fracture identification methodology fared better 

than the traditional line-based fracture detection method, with a mean accuracy of 72.89%. 

 

In a separate study, Castro-Gutierrez et al. [7] proposed the use of SVM in conjunction with a local 

bipolar pattern (LBP) based feature extractor for the detection and categorization of acetabulum 

fractures. Through the preprocessing step, this approach improves the quality of the photographs, 

making it easier to manage low-resolution photos. The analysis indicates that consistency is 80% 

overall. 

 

Finding out how effective deep learning systems that have been pretrained on non-medical images 

can be for fracture detection and classification was the aim of Kim et al.'s study [8]. Using wrist 

radiographs, the top level of the Inception version 3 structure was retrained to identify fractures. 

The model was successfully completely trained eight times using 11,112 X-ray images, resulting 

in an 88% efficiency. In a separate study, D.P. Yadav [9] developed a categorization method that 

can recognize and classify bone fractures. The two primary phases of the system are the neural 

network building phase for classification and the picture augmentation phase for preprocessing. 

When tested on images of bone fractures, the method demonstrated a high classification rate. 

 

Tanzi et al. [10] revealed that artificial intelligence techniques were used to assess bone fractures. 

This approach made use of both the scale inverse frequency transform (SIFT) and Haar wavelet 

transforms. The SIFT approach is used to identify compression, which involves rotation, and 

scaling characteristic points; Haar wavelet modifications are used to preserve memory space. The 

entire collection of 100 X-ray images made up the dataset used in the research. The model was 

trained on thirty X-ray pictures, then it was tested on seventy X-ray images. The model is evaluated 

using contemporary assessment criteria such as sensitivity, specificity, accuracy, and area beneath 

the curve. The study claims to have a precision of 94.30% on average. 
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A customized 3D U-Net architecture called the Frac Net model was developed by Jin et al. [11] to 

evaluate rib fractures. This framework consists of bath-normalization, max pooling, 3D 

convolution, encoder-decoder, and data nonlinear behavior. The aforementioned model was 

trained using the Rib Frac the data set, which had 420 images for training and 120 images for 

testing. My method yielded a sensitivity level of 92.9% and a segmented Dice percentage of 71.5% 

on the test cohort. 

 

In conclusion, research on computer-aided fracture classification and detection is still underway. 

However, getting a diagnosis that is quick, accurate, and affordable is still an issue that depends 

on a radiologist's credentials. It is evident from the literature that past study was erroneous and 

untrustworthy. Moreover, in contrast to the recommended approach, there isn't a systematic way 

to quickly identify the fracture. I used five distinct models—InceptionV3, VGG16, VGG19, 

MobileNetV2, and InceptionRestNetV2—to predict and recognize X-ray images in order to use a 

web application to categorize bone fractures. 

 

 

2.3 Research summary 

A great deal of the research I did focused on the many strategies that society provides. An system 

built around deep learning has been used to identify bone fractures and classify x-ray photos in 

five different ways overall. I used different methods with my real dataset. In this case, the raw 

dataset I assembled from raw data via several hospital sources served as the main source of 

information. I will be able to assess the reliability of the five methods I used and study factors like 

the impact of extra data I provided using the same source. The updated data and the older dataset 

it was combined with are exact duplicates. It is possible to describe what they signify by using tags 

to group them into related types and classes. Using Python as my primary engine of choice, my 

feature extraction algorithms used CNN and DL methodologies for classifying with web 

applications. 
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2.4 Challenges 

The main challenge in the research is not only processing the material but also gathering it, as 

managing visual data found to be too challenging. Without repeatedly visiting the hospital to gather 

information and examine the hospital database, it was rather challenging for us to find out about 

this problem. I cleaned and standardized my dataset using a variety of techniques and tools. My 

system required a long time to handle the massive datasets with several layers and varied epoch 

scopes. I had to endure waiting a long time for the results as a consequence. Since previous datasets 

on this topic did not accurately reflect my knowledge following several exams and field data from 

government organizations, I was forced to obtain datasets from genuine field hospitals.  Due to my 

lack of research experience, I had to work really hard to determine the most efficient ways to 

complete the assignment swiftly. As with the previous instance, employing DL models for 

categorization resulted in problems with picture data preprocessing. 
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CHAPTER 3 

Research Methodology 

 

3.1 Introduction 

The techniques and strategy I employed to categorize the many sickness kinds I examined are 

covered in detail in the section that follows. The data gathering and analysis, together with the 

suggested model that is further elucidated by the pertinent estimation, graph, table, and 

explanation, comprise the primary components. It produced the best accuracy for the research by 

dividing and predicting using my real field dataset and the DL classification framework. I 

summarized my statistical assumptions at the end of the chapter. For this experiment, I used two 

different class types to construct my representations. I focused my research on two main sickness 

classes: fracture and normal, even though x-rays can indicate many different kinds of bone 

fractures. Normal x-ray images and bone x-ray images are not the same. In the current study, two 

different class kinds provided instruction utilizing all of the photographs for each participant. 

 

3.2 Subject of Study and Equipment 

A researched subject is a field of study that is being examined and investigated in order to shed 

light on concepts for developing models, achieving goals, obtaining data, managing, instructing, 

and improving performance. In terms of measurement, I discuss my tools and procedures. NumPy 

was used to develop Sk-learn, OpenCV as a and other applications, together with Python 

programming and Microsoft software. Google Co Lab's infrastructure is exclusively used for 

training and testing purposes. Data mining and deep learning algorithms may be written by 

programmers who use Python at Google's Colab. 
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Used libraries of all kinds: 

• Matplotlib: Py-plot graphing, a set of routines, is one of Matplotlib's visualization 

capabilities. It aids in defining the boundaries of a scheme and locating lines inside a 

plot, among other things, while creating shapes. 

• NumPy: Using the NumPy module is a well-liked method for working with matrices 

in Python. It goes over the fundamentals of linear algebra, the Fourier change, and 

matrices. For Python, the NumPy module provides tools and resources to make 

working with matrices of different sizes easier. Arrays may be constructed in a proper 

and scientific manner thanks to NumPy. To put it plainly, the NumPy Python library is 

used to calculate numbers. It uses the term "a variety of different Python," as well. 

• Sk-learn: This application is useful and easy to use for forecast data analysis. Anyone 

can use and alter the open-source software to suit their own needs. NumPy, SciPy, and 

Matplotlib were utilized through expansion. 

• Seaborn: This popular data visualization set up is well-known for its ability to integrate 

with matplotlib previously and for being a simple-to-use instrument for producing eye-

catching and captivating visualizations of data. 

• CV2: A collection of Python bindings called OpenCV-Python was created to address 

computer vision problems. Additionally, it makes it possible to analyze pictures and 

videos in order to distinguish individuals, objects, and even handwritten inscriptions. 

• Job-lib: This more effective way to avoid doing the same calculation more than once 

has the potential to save a substantial sum of money and time. 

• H5py: A Python container for native HDF5 data is provided by the h5py package. 

NumPy makes it simple to handle and store massive volumes of quantitative data in 

HDF5. 

• OS: To communicate with the software that is a component of the computer system 

they are working on, producers can utilize the variety of tools offered by the Python 

OS element. 

• TensorFlow: This free mathematics framework for Python simplifies and expedites 

the development of networks of neurons and autonomous learning methods. 
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3.3 The process of work 

Various techniques or approaches can be employed to determine the best way to assess the 

information used in the present investigation. The current study uses a multi-step methodology 

that consists of selecting the model, making it, gathering data, expanding and improving it, and 

manufacturing. 

 

Step 1: Gathering Data: I gathered raw statistical data from hospitals and used it for analysis to 

compile my own reliable data set. There isn't a sizable, complete dataset available in this region as 

it is challenging to identify the dataset and acquire data for the particular bone fracture using x-ray 

images of the tibia and femur. 

 

Step 2: Data Manufacturers: All forms of data were collected in their raw form from various 

medical sources and handled separately. Errors and noise are possible in many data sets. I 

technically internalize this knowledge first, then go to the next step using the chosen data set. 

 

Step 3: Datasets scaling: Following analysis of each class, the results were clipped and continued 

to grow. I had to resize and add data for it to work. I restricted the total number of increases that I 

performed to the biggest and most appropriate since I was concerned about excessive fitting. 

 

Step 4: Model choosing: To improve accuracy, train and evaluate the chosen model using the 

supplied data after making your decision. DL employs a large range of models. Before deciding 

which configuration to employ for data calculation accuracy, many iterations of the idea were tried 

utilizing my equipment. 

 

Step 5: Performance Evaluation: All of the results are covered in this section. These tactics 

provided us with an insufficient level of dependability for the next two courses after testing and 

instruction. Confusion matrix, recall, efficiency, and f1 measurement graphic, as well as an online 

tool for x-ray image-based bone fracture diagnosis were also produced. 

  

Step 6: Final Thoughts and Future Projects: There is a development timetable and summary in 

the following section. 
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Fig 3.1: Model recommended for the full research project. 

The basic model has been used to categorize bone fractures, as shown in Figure 3.1. To generate 

a dataset, raw data across hospital categories must first be collected. The image has then been data-

augmented, scaled, tagged, and classified. The machine might then obtain this info after that. I 

may utilize this information to train, test, and verify my intended deep learning techniques using 

new, real-world datasets. Thanks to the accuracy of the algorithm and the web application, tibia 

and fractured femurs may be identified with the finest precision of DL models using x-ray images.   

 

3.4 Procedure for Gathering Data 

We have assembled a selection of 519 images. I obtained real datasets from Bangladesh Spine and 

Orthopedic Hospital, Dhaka Lab Aid, Rangpur Prime Diagnostic Center, and Dhaka. Based on the 

kind of fracture, the dataset is divided into two categories: non-fracture (normal) and fracture. 

Normal and Fracture are the two categories (tibia and femur). The fracture class has 305 images, 

whereas the normal class contains 214.The remainder, or 20%, of the data is split into train, and 

the remaining 50% is split into test and validation.  

 

Accuracy & Classify X-Ray using Web 

application 
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              Fig 3.2: Normal X-ray data.                                        Fig 3.3: Fracture X-ray data. 
 

 

 
 

Fig 3.4: Data contains of 2 classes. 
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Table 3.1: Table of Dataset 

 

Classes of Data Quantity 

All Image 519 

Fracture 305 

Normal 214 

 

 

Label Maker:  

Deep learning techniques are frequently used to datasets containing a large number of tags, either 

over many columns or in a single column. These identifiers can be words or numbers. In an attempt 

to make the material easier for people to read, words are frequently used to identify the material 

being learned. 

Encoding labels is the process of converting tags into an alphanumeric format that can be read by 

computers. One of the steps in this procedure is to code the labels. In the end, DL algorithms may 

determine whether or not to employ these labels. Implementing the dataset planning stage is crucial 

for uncontrolled training. 

 

3.5 Statistical Analytics 

3.5.1 Data manipulation 

The manipulation of data is the main part of data. The method of data processing that is employed 

during a data gathering is crucial. Refined data is particularly helpful when working with real data. 

I'll be going into medical hospitals to get information for my project on normal x-ray pictures and 

fractures of the tibia and femur. The data was then blended with information gathered from actual 

medical domains to produce an extensive dataset with two categories. The initial processing of the 

data frequently determines how well a dataset alteration will work. More expertly produced data 

will yield more accurate results. The two phases of an information processing system are data 
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collection and data replenishment. Put another way, it is the primary obstacle to this kind of study-

based work. 

I. Data preparation and accumulate: The raw field data collected from medical facilities, 

which varied in width and height, were combined to create each image in the set of images 

I used. I utilized an adjusted script for compressing the image to a consistent quality of 224 

× 224 pixels because my model required a certain quality for each image. Furthermore, I 

have preprocessed every picture in my model by appending the suffix "jpg". Along with 

segmenting the photographs and preparing them for classification, I also made changes to 

the pictures after data augmentation.  For this reason, I trained the framework using the 

divided version of the entire datasets. 

• Fixed-size images depending on codes. 

• Conversion of file kinds to JPG. 

• Eliminate any incorrect pictures. 

• Eliminated useless pictures. 

 

 

Fig 3.5: Two x-ray classes. 
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Fig 3.6: X-Ray and label classes: Normal & Fractured. 

 

 

3.5.2 Data for Training, Testing and Validation 

Researching and creating algorithms that can extract details from records and then project results 

based on that knowledge is one of the most popular hobbies in deep learning. These algorithms 

use the information that comes in to generate an equation, which they then use to decipher or infer 

inferences from the data, in order to accomplish their goals. These inputs are often split up into 

many data sets before being utilized in the model-building process. When creating a model, three 

distinct data sets are often used: train, authentic, and test. Split the initial training dataset in half: 

the train section should be 20% and 80%, and the test and validation portions should be 50% and 

50%. 

3.5.3 Model of classifying 

  

1. InceptionResNetV2:  Beginning Inception and ResNet are two more deep neural network 

designs that are combined into ResNetV2, which has a neural network architecture. With 

residual connections, a crucial component of ResNet, it is an expansion of the Inception 

design. As a member of the Inception group of networks, Google researchers introduced 
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InceptionResNetV2.It is renowned for demonstrating exceptional performance on a range 

of computer vision applications, including object identification and picture categorization. 

It has shown state-of-the-art performance when applied to the ImageNet large-scale visual 

recognition contest (ILSVRC).It's important to keep in mind that InceptionResNetV2 is a 

rather big and computationally demanding model, and therefore its adoption in studies as 

well as apps where computational capabilities are not a severe limitation may be more 

widespread. 

 

 

Fig 3.7: The InceptionResNetV2 model architecture. 

2. InceptionV3: The architecture of CNN InceptionV3 is utilized for image recognition and 

classification. It is a component of the set of Inception DL ideas that the company's staff 

created in order to progress. The InceptionV3 device is well-known for its intricate design 

and creative use of the "Beginning section," a unique feature that raises the system's overall 

accuracy and efficacy. The InceptionV3 deep neural networks design consists of 48 layers. 

Convolutional layers, additional classifiers, fully linked layers, and levels with optimal 

pooling are all combined. Networks are able to gather data at several levels of abstraction 

because to the Creativity module's periodic mixing and multilayered randomization (1x1, 

3the amounts of x3, which comprise as well as 5x5). 
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Fig 3.8: Full version of Inception V3 model. 

 

3. MobileNetV2: The neural network topology called MobileNetV2 was created for portable 

and device edges with limited resources. In order to provide a compact and effective model 

for computer vision applications like object recognition and picture classification, Google 

researchers created it. A development of the previous Mobile Net, MobileNetV2 adds 

enhancements to increase performance. Depth wise distinguishable convolutions, which 

are composed of a depth-wise convolution and a 1x1 pointwise convolution, are widely 

used in MobileNetV2. Comparing this separation to standard convolutions, the 

computational cost is substantially lower without sacrificing expressive capacity. The first 

completely layer of convolution with thirty-two filters makes up the entirety of 

MobileNetV2's design. It is followed by 19 lingering bottleneck levels. Usually, rather of 

using completely linked layers at the network's conclusion, global average pooling is used. 

As a result, there are fewer parameters, which helps avoid overfitting. 



 

23 

©Daffodil International University   

 

Fig 3.9: Architecture of Mobile NetV2 model. 

 

 

4. VGG16: VGG16 refers to the VGG model, often known as VGG Net. The model is a 

neural network made up of convolutions (CNN) with sixteen layers. A pretrained version 

of a neural network who has been trained on more than a million images is available in the 

ImageNet database. The pretrained network can classify images of 1000 distinct object 

categories, such as a computer mouse, a keyboard, a pencil, and various animals. As such, 

the network has learned a wide variety of visual rich feature representations. A image input 

size of 224 × 224 may be handled by the network. For other pretrained networks, see 

Initially trained Recurrent neural network models in MATLAB. 

 

 

Fig 3.10: Architecture of VGG16 model. 
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An picture with a dimension of (224, 224, 3) is sent to the network. The first two layers 

contain sixty-four channels that have a 3*3 filter area and the same padding. The max pool 

layer of stride (2, 2) is followed by a second layer with convolution layers of 128 filter 

measures with filter size (3, 3). This is followed by the highest pooling layer of frequency 

(2, 2) that is the same as the layer before it. Two layers of convolution with filtered sizes 

of three and 3 are followed by 256 filters. Two separate sets of three layers with 

convolution are followed by a max pool layer. Everybody has 512 filters have a size of (3, 

3) and the same padding. 

 

5. VGG19: The VGG19 model is a variant of the VGG model that has 19 convolutional 

layers, 3 fully connected layers, 5 Max Pooling layers, and 1 SoftMax layer. This matrix's 

structure was (224,224,3), as this network received an RGB image with an established 

dimension of (224 * 224). As the only preprocessing step, the average RGB value for every 

pixel—calculated over the whole training set—was eliminated. Using kernels with a stride 

of one pixel and a size of (3 * 3), they were managed to fill in the whole image. Spatial 

padding was used to keep the image's depth depth intact. Speed 2 over 2 * 2.-megapixel 

panes was used to achieve maximum pooling. Then, to increase non-linearity, speed up 

computation, and better model classification, the modified linear unit (ReLu) was 

implemented. Earlier models depended on tanh or sigmoid functions; however, the ReLu 

proved to be significantly superior. Two of the layers were produced that were 4096 in 

size, and three of them were totally connected. There is a final layer, which is the soft max 

function, and another layer that has a channel count of 1000 for a 1000-way categorization 

added to it. 
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Fig 3.11: Architecture of VGG19. 

 

 

3.6 Implementation 

Once all subsequent activities have been completed, the data set has to be applied to ensure 

accuracy. For the sake of execution, I separated the task into its most crucial parts. I have to 

follow these instructions to make sure my job turns out well. 

• Real dataset collections.  

• Steps in advance of picture processing 

• Image prediction for classes. 

• Algorithms being implemented. 

• Classification of X-ray images using InceptionResNetV2 

• Go over the accuracy and results. 

I have to go to hospitals like Bangladesh Spine and Orthopedic Hospital, Dhaka Lab Aid, Rangpur 

Prime Diagnostic Center, among others to gather x-ray images of the tibia and femur bones that 

are injured and normal in order to obtain accurate data from a decent dataset. Following that, I got 

to begin on the data preparation. Here, I eliminated any extraneous elements from my data, such 

as noise, inaccurate images, shots that weren't scaled, etc. I also use data generators for the longer 

data train, test, and validity periods. 

As a first step in putting the notion into practice, I began experimenting with the code. I assessed 

each of the five employed algorithms' accuracy. After the procedure was finished, I evaluated its 
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accuracy. After weighing the accuracy, I determined which would be most useful for my needs. 

This has shown to be fairly reliable when it comes to bone fractures utilizing x-ray data. A detailed 

review of all pertinent philosophical and mathematical methods and notions has led to the 

development of a set of preconditions that are necessary for every effort at picture categorization. 

The following outcomes could be necessary: 

 

1. Hardware and Software Requirements 

• Operating Systems: Windows 7 or later; 

• Hard Drive: 1 TB or more;  

• RAM: 4 GB or less  

 

2. Tool Development 

• Environment of python  

• PyCharm. 

• Google Colab. 
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CHAPTER 4  

 

Experiment Results and Discussion 

 

4.1 Introduction 

This section uses a method for classifying x-ray images to explain how a fracture of the bone 

occurs. The method of building the model included gathering the images, analyzing the data, 

honing the data, altering the amount of information, proposing models, and providing directions 

based on the correctness of the model. The findings of my investigation are presented and 

discussed in this chapter. 

  

4.2 Experimental Result  

Many algorithms have predicted the detection of bone fractures using x-rays. I thus used a variety 

of strategies during the process. I looked over and evaluated a lot of options before deciding on 

the best plan to follow for the experiment. I tried a number of different approaches to improve the 

caliber of my work.  used raw field hospital datasets that were gathered for two classes. The two 

sets of photographs are those with damaged tibia and femur and normal bone x-ray images. 

 

I used the pre-existing dictionaries, content categorization techniques, and Python packages. The 

dataset is relevant because the deep learning approach examines the two types of bone fractures, 

such as tibia and femur. Again, deep learning has been used in this work to detect the proper sorts 

of bone fractures from x-raw photos using Python DL models for classification. making a web 

application to use x-ray pictures to assess whether anything is broken or not. 

 

4.3 Applying Descriptive Analysis with DL models and Web prototype  

The outcomes I obtained differed based on the classification techniques I employed. I have used 

five distinct DL algorithms on x-ray images to pinpoint the exact position of the bone fracture. I 

used InceptionResNetV2, MobileNetV2, InceptionV3, VGG16, and VGG19, deep learning 

techniques that have shown good results for the accuracy of x-ray bone fracture utilizing 20 epochs. 

Every model used the same dataset, which included data that was made publicly available as well 

as my personal dataset, which I collected directly from hospitals not long after determining which 
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dataset was the final one. After completing the dataset operation, I evaluated the algorithms' 

accuracy using Mat-lab and its readymade libraries. I also utilized web prototypes to forecast x-

rays. 

Table 4.1: Table of Accuracy 

 

Models Accuracy Score (AUC) 

InceptionResNetV2 94.23% 

MobileNetV2 80.77% 

InceptionV3 82.69% 

VGG16 90.38% 

VGG19 86.54% 

 

 

The following section displays the effectiveness for several models. CoLab and PyCharm, two 

open-source applications, were employed in the process. Five models total—InceptionResNetV2, 

MobileNetV2, InceptionV3, VGG16, and VGG19—were used; the InceptionResNetV2 models 

had the best accuracy at 94.23%.  

 

Fig 4.1: InceptionResNetV2’s Classification Report. 
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Fig 4.2: InceptionResNetV2’s confusion matrix. 

 

To get the best accuracy, it is only displaying the complete classification report for the 

InceptionResNetV2 models. 

Fig. 4.3 below illustrates the process for classifying a specific kind of x-ray fracture and developing 

a functional web-based application utilizing the CNN method InceptionResNetV2 model. The two 

types of x-ray images—Normal and Fractured—that were accurately predicted using an online 

program that used InceptionResNetV2 are displayed in Figures 4.4, 4.5 and 4.6. Deep learning is 

one of the least supervised methods for object recognition or prediction, as is usually the case. 
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Fig 4.3: Prototype web application for classifying X-rays 

 

 

Fig 4.4: A web application prototype for selecting images 
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Fig 4.5: Web application prototype's fractured x-ray categorization 

 

 

Fig 4.6: Web application prototype's Normal x-ray categorization 
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The train and validation precision as well as loss of the InceptionResNetV2 models with an 

epoch=20 is displayed below in figures 4.7, 4.8. 

 

Fig 4.7: Accuracy Curve for InceptionResNetV2 validation and training. 

 

Fig 4.8: Loss Curve for InceptionResNetV2 validation and training. 
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4.4 Discussion 

In my project, I'll anticipate bone fracture using x-ray photos and DL algorithms. In any field of 

study, each word should be given significant weight throughout the classification process. I have 

always studied the categorization of x-rays to determine the cause of bone fractures. The datasets 

have also been divided into succeeding classes using the dl models. One of the most crucial 

components of any study is the data. The outcomes of the same study might change significantly 

according to the data provided.I was certain that other researchers utilizing one of both previously 

accessible datasets would reach different findings because this was a mix of real datasets. Because 

I utilized more data, I might be considered a little more accurate. 

I used a range of DL technique approaches and accuracy ratings to help us achieve my target. For 

this project, I employed five distinct algorithms in all. Before beginning the present endeavor, I 

had to look for a few items. Yes, I chose the algorithm and started working on it. I then ascertained 

the accuracy of each algorithm. As I have stated. 

The InceptionResNetV2 simulations, which are the simulations for the subsequent two categories, 

have the highest accuracy of 94.23%, which I achieved by utilizing both of these strategies. It is 

particularly notable for the data I provided since it outperformed the other models in terms of 

precision among the two-bone fracture diagnosis classes using web application, using x-ray 

pictures. 

 

Precision: Accuracy, or the level of precision of the accurate forecasts the algorithm generates, is 

one often used statistic to assess the efficacy of the model. Efficiency may be calculated by taking 

the total number of correct forecasts and multiplying it by the total number of true positives. 

 

precision =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

 

 

Recall: Regardless of all pertinent examples, retrieval is the proportion of suitable instances that 

were eventually located and recovered. When a technique has a high recall rate, it is considered 

to have produced the most pertinent findings. 
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recall =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

 

F1-Score: A test's validity is determined by considering its recall and accuracy. Accuracy and 

recall work together harmoniously. 

  

F1 =  
2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 

 

Accuracy: The relationship between an admitted cost and an expected value is known as 

reliability. 

accuracy =  
𝑇𝑃+𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝑇𝑁 + 𝐹𝑃
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CHAPTER 5 

 

Impact on Society, Environment and Sustainability 

 

5.1 Impact on Society 

Using real data from many hospital sources, deep learning techniques are used to identify broken 

tibia and femur, and deep learning strategies are used to improve the recognition of broken tibia 

and femur using x-ray images. Taking into account the potential consequences for the community. 

These strategies have several societal repercussions, including the following: 

 

 

1. Strengthen the Medical Sector: The capacity to identify fractures in bones from x-ray 

images is one of the most powerful potential benefits of AI and DL approaches, and it 

might advance the field with better outcomes. Bone fracture diagnostics can help doctors, 

patients, and healthcare professionals come up with a quick solution to advance medical 

knowledge. This might eventually lead to more productive medical practices and improved 

care for tibia and femur fractures. 

 

2. Economic Benefits: Using algorithms based on deep learning to classify tibia and femur 

bone fractures may be advantageous for society economically. For instance, it may help 

patients by elevating the medical industry's profile. Thanks to DL-powered technology, 

regular status updates may be provided without the need for in-person visits. This is made 

possible by the capability of remote patient monitoring. Early treatment can prevent the 

need for more involved and costly therapies, which can save money for patients as well as 

health care systems. It may also lead to more effective medical care and greater financial 

results. Patients dealing with this sort of problem will grow a crucial market for the 

categorization of fractures in the bones. 

3. Social benefits: In addition to possible financial gains, applying DL techniques to diagnose 

tibia and fractures of the femur using x-rays could result in positive social effects. Deep 

learning algorithms are significantly faster at processing and analyzing medical images 

than human radiologists. This speed can lead to a quicker diagnosis and course of therapy 

since fractures need immediate attention. Medical imaging can be interpreted differently 



 

36 

©Daffodil International University   

by human radiologists from one another. Using DL algorithms to standardize image 

analysis might produce reliable and consistent results for a range of medical professionals. 

Deep learning technology can offer healthcare personnel training and expertise that can be 

beneficial. They can raise the standard of medical expertise overall by providing more 

information and support to less experienced practitioners. 

 

 

 

All things considered, it's critical to keep in mind that, notwithstanding any potential benefits, 

using deep knowledge for medical diagnostics also raises ethical, legal, and privacy concerns. 

Ensuring patient confidentiality and safety of data, as well as maintaining transparency in the 

algorithms' process of decision-making, are essential components of responsible deployment in 

healthcare. 

 

5.2 Impact on Environment 

Using x-ray data to identify between fractures and bone tibia and femur using deep learning 

techniques doesn't seem to pose a significant risk to the environment. However, there's a possibility 

that developing and putting these strategies into practice might unintentionally worsen the 

environment through rising the use of resources. The following are some potential environmental 

damages that these techniques might bring about: 

 

1. Consumption of Energy: Deep learning (DL) for x-ray bone fracture identification 

requires varying amounts of energy depending on several aspects, such as the particular 

algorithms employed, the dataset's dimensionality, the computing power available, and the 

physical equipment. It has to do with the kind of power that calculations employ. Energy 

obtained from renewable resources may have a less environmental impact than energy derived 

from sources that are not renewable. Although using DL to classify bone fractures might 

improve medical outcomes, energy consumption concerns need to be taken into account. To 

lessen the environmental impact of applications that use deep learning in medical care, efforts 

are being made to build more ecologically friendly algorithms and technology. 
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2. Data archiving: Deep learning systems should be tested and trained on large amounts of 

data. The need to keep this data may necessitate the use of environmentally hazardous 

resources like electricity and materials. The potential environmental implications of 

knowledge preservation must be considered, along with potential resource-saving 

strategies to lessen these effects. 

 

3. Transportation: There is an opportunity to apply these techniques, which might result in 

increased emissions from travel, provided that distributed deep learning acquires more 

accurate data and strategies are available to various locations throughout the world. It is 

essential to consider the environmental impact of transportation and to take all practical 

measures to minimize emissions. 

 

 

4. Research Data Representations: The degree to which deep learning models detect bone 

fractures is largely dependent on their quality and representativeness of the training data. 

If a certain community or demography makes up the majority of the training data, the 

model may not perform as well when applied to another group. Diverse training data are 

essential for the framework to be applicable in various situations and with various patient 

groups. 

 

 

In summary, the environment influences the use of X-ray neural networks that are deep for bone 

fracture diagnosis in a variety of ways. There are other factors at play, including public awareness, 

healthcare delivery system structure, data presentation, environmental concerns, and regulatory 

challenges. In order to effectively incorporate deep learning technologies into diverse healthcare 

scenarios, it is crucial to give careful consideration to these elements. It is crucial to take the 

necessary actions and put such concepts into practice in light of the potential unintended indirect 

ecological effects of their development and use. Putting up environmentally friendly functions and 

calculations to reduce emissions and resource consumption, storing data in a manner that 

consumes fewer resources when possible, and, where necessary, minimizing gasses in comparison 

to public transportation are a few instances of these safeguards. 
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5.3 Ethical Aspects 

It's imperative to address the numerous ethical concerns brought up by the application of X-ray 

deep learning for bone fracture diagnosis in order to ensure responsible and equitable deployment. 

Important ethical factors include the following: 

 

1. Confidentiality for patients and data protection: In order to train deep learning models, 

a significant amount of patient data must be accessible. The security and privacy of this 

data must be preserved. Data breaches and inappropriate access may be avoided by 

concealing patient information and implementing robust cybersecurity measures. 

 

2. Algorithm Equality and Bias: Algorithmic bias may be the source of variations in 

diagnostic accuracy among various socioeconomic groups. Finding and fixing any 

prejudices in algorithmic code and data used for training is essential to preserving fairness. 

Regular audits and monitoring of algorithms are necessary to identify and address bias and 

promote equitable outcomes in healthcare. 

 

3. Clinical Evaluation and Trustworthiness: Thorough clinical validation is required to 

ensure the precision and reliability of deep learning simulators in real-world healthcare 

settings. Clear guidelines on when and how to use these models should be established, and 

healthcare providers should be made aware of their limitations. 

 

4. Accountabilities: It is not stated clearly who is making judgments based on the results of 

DL algorithms. It is important to consider who will oversee the ethically sound and 

pragmatic use of the methods and ensure that farmers affected by bone fractures have 

access to appropriate support networks. 

 

5. Professional Freedom and Cooperation: DL should be seen as an aid rather than as 

assuming the role of a healthcare professional. Maintaining the decision-making autonomy 

of healthcare practitioners is crucial. By collaborating, healthcare practitioners and AI 

specialists may ensure that innovation advances clinical competency rather than diminishes 

it. 
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The implementation of X-ray deep learning techniques for diagnosing bone fractures raises ethical 

concerns that can be effectively addressed by ongoing monitoring, periodic ethical reviews, and 

collaboration among technologists, ethicists, healthcare professionals, and government regulators. 

It usually raises a number of moral questions that require careful consideration and resolution. 

Techniques must be developed and used in a morally and responsibly manner in order to maximize 

their potential benefits and limit any negative impacts. 

 

 

5.4 Sustainability Plan 

It is necessary to create a sustainability strategy that considers the impact on the environment, use 

of resources, and long-term viability of applying X-ray deep learning with bone fracture diagnoses. 

This is a plan for sustainability's outline: 

 

1. Energy Efficiency:  

Hardware Selection: Select less energy-consuming hardware while running deep learning 

algorithms. If you would like to minimize the energy consumption during diagnostic 

operations, consider using hardware intended for inference tasks. 

Optimizing Cloud Platform: Select vendors and agreements that prioritize energy 

efficiency while utilizing cloud services. Implement resource allocation strategies to 

minimize idle time and optimize total energy consumption. 

 

2. The effectiveness of algorithms: 

Model Optimization: Continuously enhance the performance of deep learning models 

without compromising diagnostic accuracy. A few instances of these include architectural 

improvements, quantization techniques, and model compression techniques. 

The phrase "real- Processing" refers to the goal of achieving instantaneous processing 

capacity in order to minimize the time and resources required for diagnostics and to 

increase energy efficiency. 

Obligation: Clearly defining the roles and duties of all parties participating in the 

development and deployment of DL systems is crucial to ensuring their sustainability. This 
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might mean defining the exact guidelines for the moral application of the methods as well 

as the duties of those in charge of making sure they are applied correctly and morally. 

 

 

 

It is possible to develop a sustainable approach that reconciles environmental responsibility with 

technological advancement by including these elements into the deployment and ongoing 

oversight of X-ray DL for broken bone identification. A better healthcare system may be created, 

the environmental effect can be lessened, and patient satisfaction can be increased by including 

sustainability criteria into the use of DL models for bone fracture diagnosis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

41 

©Daffodil International University   

CHAPTER 6 

 

Conclusion and Future Research 
 

 

6.1 Summary of the Study 

I've learned a lot about this subject thanks to this investigation. A fractured bone is a sensitive 

condition. This is a major annual contributor to the decline in medical sector. Consequently, I was 

able to apply deep learning to identify two frequent fracture conditions: tibia and femur, using the 

dataset's x-ray images. 

As I've already mentioned, I use a variety of hospital fracture images to get as much real data as I 

can for my research. By utilizing this data for conditioning my software programs on the fracture 

pattern, I was enabled to become more adept at recognizing specific types of fractures. Initially, a 

few issues were resolved. I succeeded in reaching my intended objective. Different DL algorithms 

yield different results for different people. I expand on this in the section that follows. 

 

 

6.2 Conclusion 

This study shows how excellent my techniques and conclusions were. After my evaluation is 

complete, I believe and hope that more study in this sector will be initiated. This research has 

provided me with a wealth of ideas to further develop my work. I made a couple mistakes while 

working. I discovered that there were further study directions I might have gone. It will enable us 

to continue working on the current project while fixing any flaws or potential issues. In addition, 

I have suggestions for how these insights may be used in subsequent studies to provide more 

comprehensive solutions to the issues raised by this inquiry. Thanks to this exam, I will 

undoubtedly be able to learn more about various facets of the healthcare topic of study that I have 

chosen. In my opinion, it will help advance research into and development of cutting-edge 

technology methods that enable us to serve the medical industry and enable the use of x-ray images 

to diagnose bone fractures. I wish to provide a unique approach for categorizing bone fractures 

based on x-ray photos of healthy patients by utilizing DL to determine whether or not these two 

sets of bones—the tibia and femur—are broken. Also creating a web application for x-ray images 

classification. Five models are used to detect the dataset, with InceptionResNetV2 achieving the 
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greatest accuracy of 94.23%. Creating an online application that uses InceptionResNetV2 models 

to classify x-ray pictures in order to achieve the best level of accuracy. 

 

6.3 Possible impacts 

Deep learning techniques can increase the accuracy of bone fracture detection in X-ray images. 

They can be trained to identify minute fractures or complex patterns that real radiologists might 

find challenging to detect using large datasets. X-ray deep learning for fracturing detection might 

increase access to healthcare services, especially in impoverished or remote areas where access to 

trained medical staff may be restricted. Medical personnel may make better use of their resources 

if they can precisely identify those who are more likely to have a bone fracture. This means 

distributing medical personnel in an effective way and focusing specific treatments on those who 

are particularly in need of treatment. 

 

6.4 Implications of Further Study 

Particularly within my own study, there are several potential possibilities for further investigation 

in this medical field. I was full of thoughts on how to improve my work. As I previously said, I 

have also discovered a few inaccuracies, and these faults offer opportunities to improve this study. 

By putting my work into action and enhancing prediction outcomes with increased opportunities 

to capture high accuracy, I'll attempt to correct this inaccuracy. I intend to correct any mistakes 

that arise. 

I'm planning additional objectives.  This prediction—which makes use of x-ray images to identify 

fractures—may necessitate further research in this field.  To assist the user and make the most out 

of this, I will incorporate elements such as bone fracture types of classification using 

InceptionResNetV2 emulate and other elements into the process that I use to generate the fracture 

categorization that users can use to determine bone tibia and femur fractures. I believe that I can 

advance medical equipment and strengthen its significant influence on healthcare via this sort of 

job. I may aid in the early diagnosis of the people's fractures. 
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