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ABSTRACT 

 

An established paradigm in the field of imaging in medical is fracture detection. These days, 

computer-aided diagnostic-(CAD) systems are widely used because they help physicians and other 

medical experts diagnose various ailments more accurately by interpreting medical pictures. In a 

similar vein, pressure, accidents, and osteoarthritis are typical causes of bone fractures. 

Furthermore, bone is a hard component that sustains the entire body. As a result, the significant 

issue of the last year is considered to be the bone fracture. Machine vision-based bone fracture 

identification is becoming more and more significant in CAD systems since it helps lessen 

physician burden by weeding out cases that are simple to handle. This work develops multiple 

image processing approaches for the detection of fracture types in the tibia and femur, the lower 

leg bones. The aim of this study is to identify the type of fracture and determine if both the femur 

and tibia are fractured from an x-ray picture. Numerous techniques and algorithms have been 

developed to precisely identify and categorize photos according to whether or not fractures are 

present in various body areas. Two class types—Fractured and Normal—as well as models based 

on deep learning have been used in this specific experiment.MobileNetV2,DenseNet169, 

InceptionV3, VGG16, VGG19, and RestNet50 are the six models used to predict and recognize 

X-ray images for the categorization of bone fractures. Lastly, two types of evaluations of 

performance are used to evaluate the technique's outputs. Using four potential outcomes—TP, TN, 

FP, and FN—performance assessment for fracture and normal situations is the first of all accuracy 

set. The following step is to use these models to analyze each fracture type's accuracy within error 

situations. With the VGG16 model, which it emilite’s 97.77% reliability, my proposed technique 

paves the way for autonomous identification of femur and tibia bone fractures.  
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CHAPTER 1 

Introduction 

 

1.1 Introduction 

Fracture identification possesses emerged as one of the most often mentioned problems in the field 

of medical imaging in recent years, as demonstrated by both open-ended contests and clinical 

studies. To lighten the medical field workload and give them more time to concentrate on the most 

critical patients, a system that assists physicians in the automated diagnosis of fractures must be 

designed. The healthcare sector is beginning to recognize medical image processing as a scientific 

discipline because of its advancements in software and technology. It is essential for diagnosing 

illnesses, providing better care for patients, and assisting doctors in choosing the best course of 

action. Detecting and treating bone fractures, which affect a large number of individuals of all 

ages, is becoming increasingly essential in today's society among the many disorders. Even in the 

most developed nations, bone fractures are a common issue, and their frequency is rising quickly. 

Simple accidents or other conditions might result in bone fractures. Consequently, the 

effectiveness of any recommended treatment may depend on a prompt and accurate diagnosis. In 

actuality, medical professionals and radiologists mostly rely on X-ray pictures to identify the exact 

type of fracture and decide whether it has happened. The technique of detecting fractures using 

manual examination or traditional X-ray systems is laborious and exhausting. A fatigued 

radiologists has been seen to overlook a fracture picture amid normal ones. A computerized vision 

system can assist in alerting clinicians by screening X-ray pictures for questionable instances. 

Because relying solely on professionals to handle such a crucial issue has led to unacceptable 

mistakes, the concept of an automated diagnosis process has long been tempting. Leg Bones 

Fracture like Tibia and Fibula in x-ray images including preprocessing, segmentation, fractures 

detection, and the method of classification was presented by Abbas,Waseem, et al. It includes 

details on how to use a clever edge detector to get the ideal information from a bone picture for 

segmentation. The Deep Learning technique is employed in extracting features to detect lines [1]. 

R. Raman and M. S. Mallikarjunaswamy concentrated on developing an efficient image-

processing-based system that can classify bone fractures fast and accurately by using data from 

CT and x-ray images. The researchers used feature extraction, segmentation, and edge detection, 
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in addition to pre-processing techniques for images. MATLAB 7.8.0 was the programming tool 

used to divide the bone into categories that were fractured and those that weren't, as well as to 

compare the precision of various approaches. They claimed that the system could identify bone 

fractures with 85% accuracy with only minor performance limitations. 

The tibia and femur fractures can be identified using a variety of DL techniques. Image analysis 

computation and deep learning (DL) provide a range of techniques for the majority of a process 

sequence [2] [14].The suggested model includes image capture, preprocessing, extraction of 

segmentation features, and classification. In contrast, these movements serve as essential examples 

that help correctly identify a broken bone. Getting corrupted photos in JPG, PNG, and Tiff file 

formats and scanning them is the first step in teaching the machine.  The first thing the system 

pulls up are the x-ray pictures showing the broken bone. Then, another period later, the kinetic 

energy origin jpg file type was altered. 

As previously mentioned, an autonomous computer-based system for detecting bone fractures is 

crucial for improved medical development and efficient fracture classification.There are several 

ways to classify bone fractures, including big data, image processing, and the Internet of Things. 

The DL techniques are also shown to be useful for this objective. The deep learning technique 

enables the system to learn on behalf of itself and make judgments. Deep learning algorithms may 

be classified into three categories: reinforcement learning, self- taught learning, and unsupervised 

learning. Several sophisticated DL algorithms were taught to detect bone fractures in this research, 

and those algorithms will also perform the classification assignment. 

The piece at hand examines femur and tibia fractures. After image identification, many processing 

strategies are used to address the unique challenges posed by the real bone fracture image in order 

to accomplish several objectives. Analyzing images may be used to achieve the following 

objectives: 

 

• Recognizing fractures in bones x-ray images. 

• Using the measurements from DL models to determine the fracture's severity. 
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1.2 Objectives 

We are living in a time of technological growth. Innovation can find a solution for any problem. 

As a result, a great deal of investigating has been used to support the growth of the medical 

business. The X-ray of the bone is currently the biggest flaw in the healthcare system. The human 

body is prone to a variety of fracture types. This study's main objective was to identify tibia and 

femur fractures using deep learning techniques.  Accurately categorizing various kinds of bone 

fractures is the main goal, which involves predicting the x-ray fracture. multiple types of bone 

fractures, including Normal and Non-Normal fractures. My goal is to identify x-ray images that 

exhibit bone fractures using an image analytics system and deep learning. As such, I can set the 

following objectives: 

 

• To use deep learning to predict the two types of pictures.  

• To compile information that can be utilized to predict fractures. 

• Acquiring a comprehensive understanding of the deep learning domains. 

• Applying diverse methodologies to enhance outcomes. 

 

1.3 Motivation 

 

Since it is the most important component of all medical sites, I was fascinated with creating 

products for the medical sector. All illness categories, including bone fracture, are significantly 

impacted by the medical industry, in my opinion and the system's opinion. Because of this, I was 

driven to engage in the health sector and use AL and DL to help patients with x-ray-related bone 

fractures. After giving it some thought, I couldn't think of a topic for my paper that would meet 

the requirements of the study. As a consequence, I asked one of my respectable professors for 

guidance. I was told that because bone fracture x-rays are common in today's world, I should look 

into a concept relating to this issue. I was thrilled that I had selected the medical sector for my 

study topic. This led me to choose the topic . In addition, I see that academicians are more and 

more researching the medical professions in an effort to develop my own, and that current 

discoveries are being used by society to enhance the medical sector. The following motivated us 

to conduct this kind of research-based work. Deep learning is essential to my surroundings as it is 

all connected by artificial intelligence. 
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1.4 Rationale of the study 

There has undoubtedly been progress in areas like object identification and image processing, 

where thousands of studies have been conducted. There are still not many completed articles on 

the topic of "Classification of Bone Fractures Using X-Ray Images with The Help of Deep 

Learning." As such, my research makes use of multiple algorithms and classification strategies.  

Because of my meticulous planning, I was able to create a customized model and classifier for this 

subject and complete the work quickly. 

The complex process known as photo processing encompasses multiple subcategories, some of 

which include data reduction, measurement processing, picture enhancement, restoration, and 

augmentation. Digital photos have the advantage of requiring less storage space. Pictures aren't 

flawless. Images may contain flaws brought on by issues with the digitization process. Photos that 

are damaged can be fixed with image enhancement software. Deep learning techniques can also 

be employed to accomplish their identification. 

 

1.5 Research Question 

This study has been completed with a great lot of enthusiasm and effort.  I had a really difficult 

time doing this homework. Developing an arrangement that is accurate, workable, and equitable 

faces a number of challenges. In order to investigate these ideas further and deal with this matter, 

researchers are interested in learning pertinent questions like: 

 

• Can I use raw image data for my deep learning research?  

• Is it appropriate to approve raw data? 

• Is it possible to use a deep learning method to preprocess the data? 

• Can the medical industry be improved by these techniques and procedures? 

• How many patients benefit from this study and these techniques? 
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1.6 Expected Outcome 

This section contains some realities, since those conditions had my most fundamental predicted 

consequence.  In order to classify the fractures of bone tibia and femur for the subsequent research 

The results are being combined with a number of classification algorithms to predict the actual 

outcome of a bone fracture. With the help of a prediction algorithm trained on an unprocessed 

dataset, this research-based project seeks to develop a thorough, efficient method or technique for 

identifying bone fractures in x-ray images.  Consequently, the following is a list of each of the 

anticipated outcomes that were previously mentioned: 

 

• Based on the analysis of the bone, I will show that the femur and tibia have fractures. 

• A deeper comprehension of how to use DL to detect bone fractures from x-ray pictures. 

• Using out-of-date image data, I want to compare my results with those of earlier 

investigations. 

• Selecting the CNN based model DL that, given the provided data, performs the best in 

order to identify bone fractures from x-ray pictures. 

 

1.7 Layout of the Report 

The first chapter gave a summary of the methodology used in the study, taking into account the 

objectives, source of inspiration, purpose, and expected outcomes. This part also describes the 

broad organization of the investigation. 

 

What has been accomplished in this area in the past is discussed in Chapter 2. The final portion of 

the second part goes on to illustrate the depth that results from its limiting of this subject. The main 

barriers or limitations to the research are briefly discussed. This chapter describes the study, 

includes sections on comparable works, and outlines the challenges that have to be overcome to 

finish the assignment. 

 

 

The conceptualization of this research endeavor is explained in Chapter 3.  Further details on the 

statistical techniques applied to address the study's theoretical component can be found in this 

chapter. In this chapter, the procedural approaches to the deep learning techniques are also 
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presented. The next chapter describes the process for obtaining datasets and the data preparation 

system. Confusion matrix analysis is also used in the later portion of this subdivision to assess the 

model and show the accuracy tag of the classifier.Analysis of implementation should also be 

included in order to ensure genuine accuracy when employing DL techniques. This part covers a 

number of topics, including the research topic and equipment, workflow, data collection process, 

data processing, suggested model, mode of learning, and the operational requirements that needed 

to be met in order to develop this endeavor. All of the dl techniques and classifications used in this 

study are fully explained in each approach. 

 

Chapter 4 presents the experimental results, performance evaluation, and result discussion. A few 

test images are included in this chapter to aid in the project's implementation. A review of deep 

learning algorithm applications concludes this chapter. 

 

Chapters 5 and 6 included an overview of the study, information on next initiatives, and a summary 

of the findings. This chapter serves as an accountable example of how the project report as a whole 

complies with guidelines. Impact on the Society as a whole Environment, and Sustainability: The 

chapter ends with a discussion of the shortcomings of my current efforts, which could have an 

effect on future employees with comparable goals. 
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CHAPTER 2  

Background 

 

2.1 Introduction 

This segment mainly contains the research overview, challenges, pertinent literature, and study 

outcomes. Under "Associated Works," I'll examine research articles written by other writers and 

discuss how their notions relate to their methodologies and accuracy. In the section that focuses 

on similar works, I will discuss the articles, approaches, and dependability of other scholarly 

publications that are relevant to my research. My related works will be condensed in the section 

dedicated to research descriptions. I discuss how I overcame every obstacle I ran into while doing 

the investigation and how I increased the accuracy of each stratum throughout the difficult part. 

Anything had previously been spoken about. 

 

 

Figure 2.1: Illustrates how several deep learning methodologies are used. 

 

Using CT scan images as input images, cervical fractures were identified from Figure 2.1. Due to 

the fact that a CT scan yields more information about pixels than an X-ray, preliminary processing 

techniques like glazing or Hounsfield conversion to units were applied to facilitate the 

identification of abnormalities in the tissues being studied. Nevertheless, critical pixel information 
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is lost when using X-ray pictures as output for the diagnosis of upper and lower limb fractures, 

leading to poorer accuracy than the stated accuracy for cervical spinal fractures. Comparing both 

upper and lower limbs, the upper limbs can support the weight of the complete body because to 

their higher bone density, particularly within the femur. The employment of different types of 

modalities and DL models is plotted as a pie  X-Ray get 46% for using deep learning approaches. 

 

  

 

Figure 2.2:  Using deep learning techniques to identify fractures. 

 

Figure 2.2 provides an overview of clinical research on fracture diagnosis with deep learning 

techniques. Here Inception Net have been so much used and successful from any other approaches 

of DL getting of 23.5%.  

 

 

2.2 Related Works 

Much work has been done to categorize bone fractures using x-ray pictures. The description of 

several methods for detecting bone fractures that have been looked at by numerous researchers is 

provided below. 
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An innovative technique for identifying fracture sites in X-rays was presented by Y. Ma et al. [2]. 

A recently developed classification network known as the Crack-sensitive convolutional neural 

network (Crack Net) can reliably identify and classify fracture lines. The suggested method can 

locate and pinpoint the location of a broken bone in an X-ray picture. Medical personnel can 

identify a bone fracture with its help. A method for diagnosing fractures using neuromuscular 

imaging and training.The recommended procedure was found to be more effective than other 

methods in terms of overall accuracy (88.39%), recalled (87.50%), and exactness (89.09%) after 

375 comprehensive tests on the Radioed dataset. 

 

Deep learning and machine learning were applied in the study of classified bone fractures by S. R. 

Karanam et al. [3]. Fractures were assessed, categorized, and determined using ResNeXt101, 

InceptionV3, SVM, random forest, and K-nearest neighbor (KNN).Test results were 93.75% 

higher with ResNeXt101. Radiologists and other medical professionals can identify fractures, 

categorize them, and suggest treatment plans with the aid of this suggested technique. Most 

academics are interested in diagnosing bone breaks, according to studies done; however, in more 

recent times, some academics have developed an interest in classifying bone fractures. 

 

Q.-Q. Zhou et al. [4] introduced a method utilizing Faster R-CNN for the automated identification 

and categorization of fractures in rib bones. Three objectives were met with this technique: an 

efficient mechanism, fracture detection and classification, and model robustness. According to the 

research, the more powerful R-CNN outperformed YOLO V3 in terms of both detection speed and 

accuracy. With a sensitivity of 86.3% and accuracy of 91.1%, this investigation was highly 

successful. 

 

F. Hržić et al. proposed a method for fracture recognition and classification using X-ray images 

[5]. This technique reduced noise in X-ray images by using local entropy. Using a rolling 2D 

window, the local entropy of Shannon for each pixel in the picture was calculated. Images were 

processed using graph theory to improve edge recognition and remove negative bone outlines after 

the original image was segmented. Eventually, the fracture was discovered and classified by 

figuring out the discrepancy between the recovered and some academics have developed an 
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interest in classifying bone fractures. expected forms. The study demonstrates a 91.16% rate of 

discovery and an average precision of 86.22%.splits. 

 

A. Y. Yang et al. [6] proposed a number of line-based fracture detection methods, including 

conventional line-based detection and adaptive differential variable optimized (ADPO) line-based 

bone recognition using X-ray images. In order to differentiate a rupture line from a nonfracture 

line, artificial neural networks (ANNs) are used to classify the fractures and extract properties from 

patterns that are detected.With a typical accuracy of 72.89%, the ADPO-based fracture 

identification technique outperformed the conventional line-based fracture detection method. 

 

E. Castro-Gutierrez et al. [7] suggested using SVM in combination with a feature extractor that 

depends on the local bipolar pattern (LBP) in a different study to identify and classify acetabulum 

fractures. This method makes handling low-resolution photos easier by enhancing the quality of 

the images through the preprocessing step. According to the study, overall consistency is 80%. 

 

The goal of Kim's et. al [8] study was to determine how useful deep learning models that were 

pretrained on non-medical pictures are for fracture classification and detection. This method 

included retraining the top level within the Inception v3 structure to recognize fractures using wrist 

radiographs. With 11,112 X-ray pictures, the model successfully fully trained for eight times, 

yielding an efficiency of 88%. D.P. Yadav [9] created a classification system in a different study 

that has the ability to identify and categorize bone fractures. The system consists of two main 

stages: an image augmentation phase for preprocessing and a neural network phase for 

classification. The technique had a high classification rate when evaluated on photos of bone 

fractures and the accuracy rate is 92%. 

 

Bone fractures were analyzed using artificial intelligence approaches, as reported by Tanzi et al. 

[10]. Haar wavelet transformations and the scale invariant frequency transform (SIFT) were 

employed in this method. Compression, which is rotation, and scaling feature points are detected 

using the SIFT technique, and memory space is conserved by using Haar wavelet transformations. 

The dataset utilized in the study included all 100 X-ray pictures. Thirty X-ray photos were used to 

train the model, and seventy X-ray images were used for testing. Modern assessment metrics 
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including the area beneath the curve, as well as sensitivity, specificity, and accuracy are used to 

assess the model. An accuracy of 94.30% on average is claimed by the research. 

 

To assess rib fractures, Jin et al. [11] created the Frac Net model, a modified 3D U-Net architecture. 

Encoder-decoder, bath-normalization, 3D convolution, data nonlinear behavior, and max pooling 

are the components that make up this framework. The Rib Frac dataset, which included 120 

pictures for testing and 420 photos for training, was utilized to train the above model. On the test 

cohort, my approach produced a percentage of segmented Dice of 71.5% and a level of sensitivity 

that was 92.9%. 

 

Detecting abnormality for bone x-rays H. EI-Saadawy et al. [13] uses two stage method. The 

proposed network is MobileNet for two stage classification. At first stage detect the bone types 

from x-ray images and after then classify the abnormal bones at seven classes. An average accuracy 

of 73.42% after merging the both stages of classification. 

 

C.F. Moreno-Garcia, T. Dang et al. [14] developed an embedded clinical pathway that assist to the 

bone fracture detection and diagnosis. This developed system performs better aid to the fracture 

detection work. In this system included three pre trained model and these are VGG16, Resnet50 

and InceptionV3 models.VGG16 and Resnet50 models are perform better and achieved accuracy 

rates are 82% and 80% respectively. 

 

S.R. Karanam et al. [16] suggested deep learning algorithms for the classification of bone fractures 

from x-ray pictures.Deep learning techniques are being used more and more for image 

classification. Deep neural networks are capable of handling complex problems and image 

classification.The goal of this project is to create and evaluate a deep learning system that will help 

with bone fracture diagnosis and classification. The approach showed a high classification rate 

when tested on images of bone fractures, with the InceptionResnetV2 model achieving an accuracy 

rate of 94.58%. 

 

To sum up, there is still more research being done on computer-aided fracture classification and 

identification. Obtaining a diagnosis that is prompt, precise, and reasonably priced is still 
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dependent on the qualifications of the radiologist, though. The literature makes it clear that earlier 

research was inaccurate and unreliable. Furthermore, unlike the suggested method, there isn't a 

methodical way to find the fracture fast. In order to classify bone fractures, I employed six distinct 

models: MobileNetV2, InceptionV3, VGG16, VGG19, DenseNet169, and RestNet50. These 

models were used to predict and recognize X-ray images. 

 

2.3 Comparative Analysis 

In this section, the model results from this paper will be compared with models from other 

researchers. Everyone will be able to see an overview of all the ML and DL models' performance 

thanks to this.To sum up, the optimal model identified at the end of this investigation was trained 

using the VGG16. The table below illustrates how this model compares to other models and 

demonstrates that the ML and DL models in this paper have higher accuracy rates than the models 

of other researchers: 

 

Table 2.1: Comparative Analysis 

Author Data Collection Algorithm (Model) Best accuracy 

Y. Ma et al. 

[2] 

526 fractured and 

526 non-fractured 

x-ray images 

 

Faster R-CNN,Faster R-

CNN+Schmid+ResNet,Faster R-

CNN+ResNet 

 

Accuracy 90.11% 

(Faster R-CNN) 

 

A. Y. Yang 

et al. [6] 

20 x-ray images 

 

Artificial Neural Network(ANN) 

 

Accuracy 

74.25%(ANN) 

 

E. Castro-

Gutierrez et 

al. [7] 

15 x-ray Images 

 

SVM(with LBP+CLAHE) 

 

Accuracy 

80%(SVM) 

 

D. H. Kim 

et al. [8] 

695 fracture and 

694 non-fracture x-

ray images 

 

CNN 

 

Accuracy 95.4% 
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H. El-

Saadawy et 

al. [13] 

9067 Normal and 

5915Abnormal 

musculoskeletal x-

ray images 

 

MobileNet (Two stage classification) 

 

Accuracy 73.42% 

(MobileNet) 

 

C.F. 

Moreno-

García et al. 

[14] 

MURA 

dataset(Consist of 

52546 images) 

 

VGG16,ResNet50 and InceptionV3 

 

Accuracy 

82%(VGG16) 

 

S.R. 

Karanam et 

al. [16] 

4800 x-ray Images 

 

ResNeXt101,InceptionResNetV2, 

Xception,NASNetLarge 

 

Accuracy 94.58% 

(InceptionResNetV2) 

 

My Result 448 X-ray Image 

Data(259 Fractured 

Bones, 189 Normal 

Bones Data) 

 

MobileNetV2,ResNet50,InceptionV3, 

DenseNet169,VGG16 and VGG19 

Accuracy 98% 

(VGG16) 

 

Tables for comparative analysis analyze relational work using models, datasets, and accuracy 

levels attained. Six deep learning algorithms—VGG19, VGG16, DensNet169, InceptionV3, 

ResNet50, MobileNetV2, and VGG16—were suggested by me in my work. VGG16 CNN's 

algorithms have the highest accuracy rate, at 98%. 

 

 

2.4 Research summary 

The majority of the study I completed was centered upon the many approaches that society offers. 

Six distinct techniques have been tried in total to diagnose bone fracture and categorize x-ray 

pictures using an algorithm based on deep learning. I applied other techniques on my actual dataset. 

In this instance, the primary data source was raw dataset I put together from raw data from many 

hospital sources. I am going to capable to analyze elements such as the effect of additional data I 

supplied utilizing the exact same source and gauge the dependability of the six approaches I 
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employed. Both the new information and the prior dataset that it was merged with are identical 

duplicates. By classifying them into similar types and classes, tags may be used to define what 

they mean. my methods for feature extraction employed CNN and DL approaches for 

classification, with Python being the primary engine of choice. 

 

2.5 Challenges 

The primary obstacle in this study is gathering the dataset in addition to processing it because it is 

picture data and handling it proved to be too difficult. It was rather difficult for us to learn about 

this issue without having to visit the hospital many times to obtain data and consult the hospital 

database. I employed a number of procedures and instruments to clean and standardize my dataset. 

The datasets were enormous and had several layers with varying epoch scopes, which took a long 

time for my system to process. As a result, I had to wait a long period for the final outcome. I had 

to gather datasets from actual fields hospitals since, although there were other datasets related to 

this subject, they did not fairly reflect my understanding after several examinations and field 

information from government agencies.  I had to put in a lot of effort to figure out the best strategies 

to do the task quickly because I hadn't done any research-related work. Once again, issues with the 

preparation of image data were encountered when applying DL models for classification. 
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CHAPTER 3 

Research Methodology 

 

3.1 Introduction 

The subsequent section goes into depth about the methods and approach I used to classify the many 

types of illnesses I looked at. The main components are the data collection and analysis, as well 

as the proposed model, which is further clarified by the relevant estimation, diagram, table, and 

explanation. It divided and predicted using my web-based dataset using the DL classification 

framework, yielding the highest accuracy for the study. I concluded the chapter by summarizing 

the statistical presumptions I made. I built my representations for this investigation using two 

distinct class types. Despite the fact that there are several types of bone fractures shown in x-rays, 

I concentrated my study on two primary illness classes: fracture and normal. Bone x-ray pictures 

are not the same as normal x-ray images. All participants in the current study received training 

using all of the photos through a total of two distinct class types. 

 

3.2 Subject of Study and Equipment 

An investigation subject is an area of inquiry that is currently being looked at and researched to 

provide light on ideas for model building, achievement, data gathering, manage, and educate, in 

addition to performance. I talk about my methods and instruments when it comes to measurement. 

NumPy was used in conjunction with Microsoft software and Python code to create SkLearn, 

OpenCV, and other applications. The infrastructure of Google Co Lab is only utilized for testing 

and instructional reasons. Python programmers at Google's Colab may write data mining and DL 

techniques. 

 

Used libraries of all kinds: 

• Matplotlib: Among Matplotlib's visualization features is Py-plot graphing, a collection 

of functions. Among other things, it helps define a scheme's borders or locate lines 

throughout a plot when producing forms. 
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• NumPy: One popular way to work with matrices in Python is to use the NumPy 

package. It covers the basics of matrices, the Fourier transform, and linear algebra. The 

NumPy package for Python offers methods and resources to facilitate the handling of 

matrices of various sizes. NumPy allows arrays to be developed in a suitable and 

scientific way. Simply put it simply, numbers are calculated using the NumPy package 

for Python. That expression, which is also called "a number of different Python," is 

used. 

• Sk-learn: For forecast data analysis, this program is practical and user-friendly.  

• Seaborn: This popular data visualization program makes use of matplotlib and is a 

user-friendly tool for producing eye-catching and visually appealing data 

visualizations. 

• CV2: To tackle computerized vision issues, a set of Python bindings known as 

OpenCV-Python was developed. It also allows for the analysis of images and videos 

so that objects, people, and even handwritten messages may be recognized. 

• Job-lib: Job-lib provides a better method of preventing one from performing the same 

computation more than once, potentially saving a significant amount of time and 

money. 

• H5py: The h5py package offers a Python wrapper for native HDF5 data. Large 

amounts of quantitative data may be easily managed and stored in HDF5 with the help 

of NumPy. 

• OS: Producers can use the range of resources provided by the Python OS element to 

communicate with the system's software that they are working on. 

• TensorFlow: This Python-friendly, free mathematical toolbox speeds up and 

streamlines the creation of neural networks and automated learning techniques. 

3.3 The process of work 

There are several methods or strategies that may be applied to decide how to evaluate the data for 

the current study. The present research employs a multi-step technique that includes model 

selection, manufacture, data collection, expansion and improvement, and manufacturing. 
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Step 1: Data Collection: I obtained information from hospitals on raw statistics and analyzed it 

to create my own collection of accurate data. Since it is difficult to locate the dataset and obtain 

data for the specific bone fracture using x-ray images of the tibia and femur, there isn't a large, 

comprehensive dataset available in this field. 

Step 2: Data Manufacturing: Every kind of data was collected in its raw form from various 

hospital sources and handled separately.Numerous data sets may have errors and noise. I first 

technically assimilate this knowledge before moving on to the following stage with the selected 

data set. 

 

Step 3: Data scaling: After each class was analyzed, the data were clipped and kept increasing. 

To get it to function, I had to add data and resize. Because I was worried about overfitting, I limited 

the total amount of increases I made to the largest and most reasonable. 

 

 

Step 4: Model Selection: After deciding on a model, train and assess it with the provided data to 

increase accuracy. DL uses a wide variety of models. Several iterations of the concept were tested 

using my equipment configuration to increase accuracy before choosing which one to use for data 

calculating accuracy. 

 

Step 5: Evaluation of Performance: This section covers all of the findings. After testing and 

education, these strategies gave us an inadequate level of reliability for the following two classes. 

The confusion matrix, a graphic showing the recall, performance, and f1 measurement, and an 

online tool for diagnosing bone fractured using x-ray images were also generated. 

  

Step 6: Concluding Remarks and Upcoming Initiatives: The next part contains a development 

schedule and summary. 
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Figure 3.1: Model suggested for the entire study project. 

Figure 3.1 illustrates how the categorization of bone fractures has been done using the basic model. 

First, raw data from hospital fields must be gathered in order to create a dataset. Following that, 

the image has been resized, tagged, classed, and data-augmented. Following that, the machine 

could get this data. Using fresh, real-world datasets, I may use this data to train, test, and validate 

my planned deep learning approaches. The best accuracy of DL models will be possible to identify 

tibia and femur fractures using x-ray pictures thanks to the algorithm's precision.   

 

3.4 Procedure for Gathering Data 

We have created a 448-image collection. Through the hospitals Bangladesh Spine and Orthopedic 

Hospital, Dhaka City Hospital, Dhaka and Lab Aid, Rangpur , I gathered actual datasets. There 

are two classifications in the dataset based on the kind of fracture: one is non-fracture (normal). 

The two classifications are Normal and Fracture (tibia and femur). There are 259 photos in the 

fracture class and 189 in the normal class. 

The remaining 20% of the data is divided into test (20%) and validation (50%) while the remaining 

80% is divided into train.  
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              Figure 3.2: Normal X-ray data.                                        Figure 3.3: Fracture X-ray data. 

 

 

 

Figure 3.2 and Figure 3.3 are shows the types of image data that contains my used data set ,here 

one is Normal X-ray image data and another is Fractured X-ray image data. In this research we 

also work with tibia and femur bone parts of human body. Here showing two images and these are 

first one is normal tibia bone image and another is fractured tibia bone x-ray image. 
 

 

 
 

Figure 3.4: Two classes of data contain. 
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Figure 3.4 contains two classes of image data number.In our used data set we have 259 fractured 

and 189 normal bone x-ray images of two parts of human body bone and these are femur and tibia 

bone. 

 
Table 3.1: Tabular Dataset 

 

Data Classifications Quantity 

Every Image 448 

Fractured Image 259 

Normal Image 189 

 

The number of images of each class are contains this table. There are 259 images at Fractured class 

and 189 images included at Normal class. The numbers of all images in this used data set is 448. 

 

Label Maker:  

When working with datasets that have many tags, Deep learning techniques are widely used, either 

in one column or multiple columns. Words or numbers can be used as these identifiers. To help 

people read more easily, words are frequently used to identify the content being learned. 

The process of transforming tags into a computer-readable alphanumeric format is known as 

encoding.This process includes converting the labels into a coded format. DL algorithms might 

ultimately decide if it's appropriate to use these designations. In uncontrolled training, completing 

this dataset planning step is essential. 

 

3.5 Statistical Analytics 

3.5.1 The manipulation of data 

The primary component of data is data manipulation. The data processing approach used in a data 

collection is essential. Working with real data really benefits from refined data. For this project, 

I'm going into medical hospital fields to collect data on tibia and femur bone fracture and normal 

x-ray images. Subsequently, the information was combined with data collected from real medical 

fields to create a comprehensive dataset consisting of two categories. The success of dataset 
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modification often depends on the pretreatment of the data. More accurate findings will come from 

more skillfully prepared data. The two stages of a system for processing information are data 

replenishment and data collecting. Stated differently,that is the main barrier to this type of 

research-based work. 

I. Preparing and gathering data: Every image in the dataset I used was created by combining 

raw field data from hospitals, which varied in width and height. Because every image in my model 

needs to have a specific resolution, I used a modified script to compress the image to a constant 

resolution of 224 × 224 pixels. In addition, all of the images in my model have been preprocessed 

by adding the suffix "jpg". I not only segmented the photos and got them ready for classification, 

but I also changed the images following data augmentation.  Because of this, I used the partitioned 

version of the whole datasets to train the framework. 

• Code-based pictures with fixed sizes. 

• Conversion of jpg file types. 

• Take out any erroneous images. 

• Removed unnecessary images. 

 

Figure 3.5: Classes of 2 bone x-ray. 

 

Figure 3.5 shows the class of images of used dataset in this study. Here print two classes of images 

and these are Fractured and Normal image that we does label in my used data with data frame . 
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Figure 3.6: Data and label classes: Normal & Fractured. 

 

In this research we also work classifying two types of x-ray images of human body bones and these 

are femur and tibia. Figure 3.6 showing two types of images of femur bone of human body and 

these are normal and fractured bone images. 

 

 

3.5.2 Data for Training, Testing and Validation 

One of among the most popular pastimes in DL is investigating as well as developing algorithms 

that can draw information from data and produce project outcomes based on that information, and 

so on.In order to achieve their objectives, these algorithms utilize the incoming data to create an 

equation, that they subsequently employ to interpret or extrapolate conclusions from the data. 

Before being used in the model-building process, these inputs are frequently divided into several 

data sets. Three different data sets—train, authentic, and test—are usually employed in the 

procedure of building a model. Divide the original training dataset into two parts: 20% and 80% 

for the train portion, and 50% and 50% for the validation and test portions. 

3.5.3 Model of classifying 

  

1. MobileNetV2: Figure 3.7 MobileNetV2[21] is designed for mobile and edge devices.2018 

saw the release of MobileNetV2 by Google, an enhanced version with inverted residuals 

and linear bottlenecks. Important features include depth wise separable convolutions, 

global average pooling, and linear bottlenecks for computational efficiency. MobileNetV2 
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is widely used for tasks like object detection, image classification, and segmentation on 

devices with limited resources. Because pre-trained models of it exist, two deep learning 

frameworks that can make use of it are TensorFlow and PyTorch. 

 

Figure 3.7: The MobileNetV2 architecture. 

 

2. ResNet50: ResNet-50, shown in Figure 3.8, is an ensemble of convolutional neural 

networks (CNNs) with fifty different layers[22]. The Image Net database can be used to 

load previously trained artificial neural networks that have been trained on more than a 

million images. It provided a novel way to increase the total number of neural networks 

used in a CNN without running into the problem of gradients retreating by utilizing the 

concept of shortcut relationships. By "skipping over" some layers, a shortcut connection 

transforms a regular network into an abandoned network. Similar to the well-known 

ResNet-50 model, a convolutional neural network, or convolutional neural network 

(CNN), with fifty neurons is called a deep residual network. By stacking leftover blocks 

on top of one another, an artificial neural network (ANN) dubbed as a residual neural 
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network (ResNet50) creates structures.

 

Figure 3.8: The ResNet50 architecture. 

3. InceptionV3: For image recognition and classification, CNN InceptionV3's architecture is 

shown in Figure 3.9. It is a part of the collection of Inception DL concepts that the 

company's employees came up with in order to advance. The InceptionV3 device is 

renowned for its elaborate design and innovative use of the "Beginning section," a special 

feature that improves the overall accuracy and efficacy of the system.There are 48 layers 

in the InceptionV3 deep neural network architecture [23]. Levels with optimal pooling, 

fully connected layers, additional classifiers, and convolutional layers are all 

combined.The multilayered permutation and periodic mixing of the Imagination module 

(1x1, 3the quantities of x3, which include as well as) allow networks to collect data at 

multiple levels of abstraction.

 

Figure 3.9: Inception V3 completed version. 
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4. Dense Net 169: The Dense Net group most often uses the densenet-169 model, as shown 

in Figure 3.10, for picture classification[24]. The density and precision of the densenet-121 

model differ primarily from one another. Approximately 55MB is the larger size of the 

densenet-169 model compared to the approximate 31MB size of the densenet-121 model. The 

authors moved from Torch to Caffe* as the instruction format. All Dense Net models have 

undergone pre-training using the ImageNet image database. various kinds of layers, Layers 

maxpool, dense, transitioning, and convolutional make up the DenseNet169 architecture. As 

activation functions, the design also makes use of SoftMax and Relu. DenseNet-169 

Configuration Information The convolution layer, mixing layer, and fully connected layer 

make up the three layers that make up the CNN architecture, as seen. CNN, or convolution 

neural networks, is the moniker given to the convolution layer, which is the primary layer.

 

Figure 3.10: The Dense Net 169 architecture. 

 

 

5. VGG16:Referred to as VGG16 in Figure 3.11, Another name for the VGG model is the 

VGG Net. It is a convolution neural network (CNN) model with 16 layers[14]. A pretrained 

version of the network, trained on more than a million images, is available in the ImageNet 

database. The pretrained network can identify images of 1000 distinct item categories, such 

as a mouse, keyboard, pencil, and various animals. As a result, a wide variety of rich picture 

feature representations have been trained into the network. The network can process images 

up to 224 × 224 in size as input. For more pretrained networks, see MATLAB's Initially 

trained Deeply Neural Networks. 
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Figure 3.11: The VGG16 architecture. 

An image with dimensions of (224, 224, 3) is sent to the network. The 64 channels in the 

first two layers have the same amount of padding and a 3*3 filter size. The max pool layer 

of stride (2, 2) is followed by two convolution layers with 128 filter dimensions and filter 

size (3, 3). This is followed by a maximum pooling layer of cadence (2, 2) that is the same 

as the layer before it. Following are 256 filters and two convolution layers with three and 

three size filters each. A max pool layer comes after two sets of three convolution layers. 

Each person has 512 filters with the same padding and a size of (3, 3). 

 

6. VGG19: Three fully connected layers and nineteen convolutional layers make up the 

VGG19 model, 5 Max Pool layers, and 1 SoftMax layer, is a variation of the VGG model 

that is displayed in Figure 3.12[25]. Given that this network was given an RGB image with 

a fixed dimension of (224 * 224), the matrix's structure was (224,224,3).Using kernels that 

were (3 * 3) in size and had a stride of 1 pixel, they were able to cover an entire image. 

The single preprocessing step was to remove the median RGB value for each pixel, which 

was calculated throughout the whole set used for training. To maintain the image's depth 

resolution, spatial padding was applied. To get the most pooling, stride 2 over 2 * 2-

megapixel windows was employed.The Rectified Linear Unit (ReLu) was then applied to 

improve model classification, increase computing speed, and add non-linearity. The ReLu 

proved to be far more successful than previous models, which relied on sigmoid or tanh 

functions. There were three fully connected layers produced, the first two of which had a 

size of 4096. The soft max function makes up the final layer, and another layer with 1000 
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channels for a 1000-way classification was added after that.

 

Figure 3.12: The VGG19 architecture. 

 

 

 

 

 

3.6 Implementation 

To guarantee correctness, the information set must be applied after any further tasks are finished. 

I divided my assignment into its most important components for execution. To ensure that my 

work is successful, I must adhere to these guidelines. 

• Real dataset collections. 

• Pre-processing steps for images 

• Class image prediction. 

• The Implementation of Algorithms. 

• Discussion of Results and Accuracy. 

To get accurate data from a good dataset, I need to visit hospitals such as Bangladesh Spine and 

Orthopedic Hospital, Dhaka City Hospital, Dhaka and Lab Aid, Rangpur, and others to get x-ray 

images of damaged and normal tibia and femur bones. After that, I started working on the 

preprocessing of the data. Here, I removed all unnecessary components from my data, including 

noise, erroneous pictures, improperly scaled photos, etc. For the longer data train, test, and 

validation periods, I also employ data generators.I started playing with the code as the initial step 

towards implementing the idea. I evaluated the accuracy of five different algorithms that were 
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used. Once the process was complete, I assessed its correctness. I evaluated the accuracy and 

decided which would be more appropriate for my purposes. When it comes to bone fractured using 

x-ray data, this has demonstrated to be rather reliable. A set of prerequisites that are required for 

any attempt at picture classification has been developed as a result of a thorough evaluation of all 

relevant philosophical and quantitative techniques and concepts.It might be necessary to obtain the 

following outcomes: 

 

1. Software and Hardware Requirements 

• OS Version: Windows 10 or later; 

• Hard drive: a minimum of 1 TB;  

• Memory: no more than 8 GB  

2. Creation of Instruments   

• Environment for Python   

• Colab by Google.  

• Python environment for Kaggle. 
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CHAPTER 4  

 

Experiment Results and Discussion 

 

4.1 Introduction 

This section explains how a bone fracture is classified using x-ray images occurs. Obtaining 

photos, processing data, refining data, changing  quantity of information, suggesting models, and 

offering directions with model accuracy were all part of the process of creating the model. This 

chapter presents and discusses the results of my research. 

 

  

4.2 Experimental Result  

 

Bone fractures have been predicted by numerous algorithms using x-ray data. As a result, I 

employed several different techniques. Before selecting the optimal course of action for the 

experiment, I considered and assessed a number of options. I experimented with several methods 

to raise the standard the raw field hospital datasets that were gathered for the two classes were 

used in my work. The two image sets are normal bone x-ray images and those with fractured tibia 

and femur. 

 

 

4.3 Applying Descriptive Analysis with DL models and classification  

 

Depending on the classification methods I used, I got different results. Using x-ray images, I have 

applied six different DL algorithms to determine the precise location of the bone fracture.Using 

10 epochs and used deep learning techniques like ResNet50, MobileNetV2, Dense-Net 169, 

InceptionV3, VGG16, and VGG19, which produced positive outcomes for the x-ray bone fracture 

accuracy. All the models shared the same dataset, which comprised both publicly available data 

and my own dataset, which I obtained straight out of hospitals shortly after deciding which dataset 

was the best fit. Using Mat-lab's prefabricated libraries, I assessed the algorithms' accuracy after 

finishing the dataset operation. 
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Table 4.1: Table of Accuracy 

Model Name Class Name Precision Recall FI-score Accuracy 

MobileNetV2 Fractured 0.82 0.78 0.80 0.80 

Normal 0.78 0.82 0.80 

 

ResNet50 

Fractured 0.60 1.00 0.75 0.60 

Normal 0.00 0.00 0.00 

DenseNet169 Fractured 0.95 0.70 0.81 0.80 

Normal 0.68 0.94 0.89 

InceptionV3 Fractured 0.86 0.93 0.89 0.87 

Normal 0.88 0.78 0.82 

VGG16 Fractured 0.96 1.00 0.98 0.98 

Normal 1.00 0.94 0.97 

VGG19 Fractured 1.00 0.89 0.94 0.93 

Normal 0.86 1.00 0.92 

 

 

The efficacy for multiple models is shown in the ensuing section. Two open-source programs were 

used in the procedure: PyCharm and CoLab. There are six models in all. 

The models that were used were ResesNet50, MobileNetV2, DenseNet169, InceptionV3, VGG16, 

and VGG19; figure 4.1 illustrates that the VGG16 models had the highest accuracy, at 98%. 
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Figure 4.1: Classification Report of VGG16. 

 

Figure 4.2: VGG16’s confusion matrix. 
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To achieve the utmost accuracy, only the whole VGG16 model’s categorization report is being 

shown. Below, figure 4.3, 4.4 shows train and validation accuracy and loss of VGG16 models for 

the epoch=10. 

 

Figure 4.3: VGG16 training and validation Accuracy Curve. 

 

Figure 4.4: VGG16 training and validation Loss Curve. 
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Figure 4.5: Graph Chart of applying Algorithms gained accuracy rate. 

The graph chart showing the accuracy rate of using various algorithms can be found in Figure 

4.5.We are using six classifiers—MobileNetV2, ResNet50, InceptionV3, DenseNet169, VGG16, 

and VGG19 algorithms—to classify two different kinds of images.Both the InceptionV3 and 

MobileNetV2 algorithms achieved an accuracy rate of 80%.The VGG16 algorithms produced a 

higher accuracy rate of 98% when applied, while the ResNet50 algorithms produced the lowest 

accuracy rate of 60%. 

 

4.4 Discussion 

I'll use DL algorithms in my research to use x-ray pictures to forecast bone fracture. Every word 

should play a crucial role in the categorization process in any subject of study. My research has 

consistently been to classify x-rays in order to identify the etiology of bone fractures. The dl 

models have also been used to separate the datasets into subsequent classes. The data is one of 

among the most important parts of any investigation. Depending on the data supplied, same studies 

may have quite different results. Since this was a combination of genuine datasets, I was positive 

that additional investigators would arrive at different conclusions using one of the two previously 

available datasets. I might have been a little more accurate because I used more data. 

 

In order to assist us accomplish my goal, I employed a variety of DL methodology models and 

accuracy ratings. I used five different algorithms in all for this project. I had to locate a few things 
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before starting the current project. I did pick the algorithm and go to work on it. After that, I 

determined how accurate each algorithm was. Just like I mentioned earlier. 

I used both of these tactics to get the greatest accuracy of 97.77% among the VGG16 models, 

which are the models for the next two categories. It is especially noteworthy for my dataset since 

it achieved the highest level of precision of the following models out of the two-bone fracture 

utilizing x-ray images prognosis classes shown in Figure 4.4 above. 

Accuracy: Dependability is defined as the correlation between an estimated value and an admitted 

cost. 

accuracy =  
𝑇𝑃+𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝑇𝑁 + 𝐹𝑃
 

Precision: One often used metric to evaluate the model's effectiveness is accuracy, or the degree 

of precision of the precise forecasts the algorithm produces. I can calculate efficiency by adding 

together all of the accurate predictions and dividing it by the overall frequency of true positives. 

 

precision =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

Recall: Retrieval is the percentage of appropriate instances that were ultimately found and 

retrieved, regardless of all relevant cases. A strategy is thought to have provided the most 

relevant findings when its recall rate is high. 

 

recall =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

F1-Score: Accuracy and recall are taken into account when determining the validity of a test. 

Recall and accuracy are synergistically combined. 

  

F1 =  
2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
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CHAPTER 5 

 

Impact on Society, Environment and Sustainability 

 

5.1 Impact on Society 

Deep learning approaches are employed to determine fractured tibia and femur through the use of 

actual data from numerous hospital sources, and deep learning methods are utilized to increase the 

identification of fractured tibia and femur utilizing x-ray pictures. Considering the possible 

drawbacks for the community. These tactics have a number of social impacts, such as the 

following: 

 

1. Enhance the Medical Sector: One of the most potent potential effects of AI and DL 

techniques is the ability to recognize bone fractures from x-ray pictures and propel the 

industry forward with improved results. Bone fracture diagnostics will assist healthcare 

providers, physicians, and patients in coming up with a speedy fix to further medical 

understanding. Over time, this might result in increased medical productivity and more 

effective treatment for fractures of the tibia and femur. 

 

2. Benefits of Economics: Classifying bone fractures of the tibia and femur using deep 

learning algorithms may have an economic advantage for society. For example, by 

increasing the prominence of the medical sector, it may benefit patients. Regular status 

updates are feasible without requiring in-person visits thanks to the distance monitoring of 

patients made feasible by DL-powered technology. If the illness is treated early on, more 

extensive and expensive therapies might not be necessary, which can save costs for both 

patients and health care systems. It could also result in better financial outcomes and more 

efficient medical treatment. Patients experiencing this kind of issue will increase a critical 

market for the classification of bone fractures. 

 

3. Benefits of social: Using DL methods to identify tibia and femur fractures using x-rays 

may have beneficial social consequences in addition to potential financial gains. Compared 

to human radiologists, deep learning systems can process and evaluate medical pictures far 

more quickly. Because fractures require prompt care, this speed can result in speedier 



 

©Daffodil International University                                                                                              36 

 

diagnosis and treatment. Human radiologists can interpret medical imaging differently 

from one another. A standardized method for image analysis using DL algorithms may 

deliver consistent and trustworthy outcomes for various healthcare practitioners. 

Healthcare workers can benefit from the training and knowledge that deep learning 

technologies can provide. They can boost the general level of medical skill by offering 

more knowledge and assistance to practitioners with less experience. 

 

 

 

In overall, it’s crucial to remember that, despite possible advantages, applying deep knowledge to 

medical diagnostics also brings up legal, ethical, and privacy issues. Responsible implementation 

in healthcare must guarantee patient data security and privacy and preserve openness in the 

algorithms' decision-making process. 

 

5.2 Impact on Environment 

It doesn't appear plausible that the environment would be seriously harmed by applying deep 

learning techniques to distinguish between fractures and bony tibia and femur using x-ray data. 

Nonetheless, there's a chance that the creation and implementation of these tactics might 

inadvertently impair the surrounding environment by increasing the consumption of sources. Here 

are a few possible harms that these methods might cause to the environment: 

 

 

1. Consumption of Energy: Depending on a variety of factors, including the specific 

algorithms used, the dimensions of the dataset, the available processing power, and the 

physical equipment, different amounts of energy are required when implementing deep 

learning (DL) for identifying bone fracture using x-rays. It is about the type of power that 

is used in computations. The environmental impact of energy derived from resources that 

are renewable may be lower than that of energy derived from non-renewable sources. Even 

while DL for bone fracture classification can lead to better healthcare outcomes, energy 

consumption implications must be considered. There are efforts on to develop more 

environmentally friendly algorithms and technologies in an effort to decrease applications 

that use deep learning in medical treatment and their impact on the environment. 
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2. Data archiving: Large volumes of data should be used for testing and training deep 

learning systems. It might be necessary to use environmentally hazardous resources, like 

electricity and supplies, in order to store this data. Knowledge preservation may have an 

impact on the environment; this must be taken into account, as well as possible resource-

saving measures. 

3. Transportation: There is a chance to use these methods, which might lead to higher travel-

related emissions, if distributed deep learning is able to gather more precise data and if 

strategies are accessible to different parts of the globe.It's important to think about how 

transportation affects the environment as well as to take all reasonable steps to reduce 

emissions. 

 

4. Research Data Representations: The caliber and being representative of the training data 

have a major impact on how well deep learning models diagnose bone fractures. The model 

might not function as effectively when utilized with a different group if the training data 

mostly consists of photos from that demographic or population. For the model to be 

relevant in a variety of settings and with different patient populations, it is imperative that 

the training data be diverse. 

 

 

In conclusion, there are several ways in which The application of X-ray deep neural networks for 

bone fracture detection is influenced by the surroundings. There are several factors at play, such 

as data presentation, public awareness, regulatory issues, environmental concerns, and the 

structure of the healthcare delivery system. To successfully apply deep learning technologies in 

various healthcare scenarios, It is imperative that these factors be carefully considered. Given the 

possible unintended indirect ecological effects of such ideas' development and application, it is 

imperative that the necessary steps be taken and that they be put into practice. Some examples of 

these precautions include storing data in a format that uses fewer resources when feasible, 

minimizing gasses in comparison to public transportation, and setting up green features and 

calculations to reduce emissions and resource consumption. 
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5.3 Ethical Aspects 

To ensure responsible and equitable deployment, it is essential to address the various ethical issues 

raised by using X-ray deep learning for bone fracture detection. Among the crucial ethical 

elements are the following: 

 

1. Patient confidentiality and data protection: A substantial quantity of information about 

patients must be available for deep learning models to be trained. It is crucial to protect this 

data's security and privacy. Preventing unwanted access or data breaches requires 

obscuring patient information and putting strong cybersecurity protections in place. 

 

2. Algorithm Equality and Bias: Differences in diagnosis accuracy between different 

socioeconomic categories might be caused by algorithmic bias. To maintain fairness, it is 

critical to identify and address any biases in the algorithms and training data. Algorithms 

should be routinely audited and monitored in order to detect and correct bias and advance 

fair healthcare results. 

 

3. Clinical Verification and Trustworthiness: In order to guarantee the accuracy and 

dependability of deep learning simulations in actual healthcare settings, comprehensive 

clinical validation is necessary. Healthcare professionals should be informed of the limits 

of these models and clear rules should be created regarding when and how they should be 

utilized. 

 

4. Accountabilities: Who is making decisions based on the output of DL algorithms is not 

made explicit. It is crucial to think about who will supervise the morally right and practical 

implementation of the techniques and see to it that farmers impacted by bone fractures are 

linked to the right support systems. 

 

5. Professional Independence and Cooperation: Rather of taking the position of healthcare 

personnel, DL should be viewed as an aid. It is critical to preserve healthcare providers' 

autonomy in making decisions. Working together, AI experts and healthcare professionals 

can make sure that innovation enhances rather than replaces clinical competence. 
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The ethical issues surrounding the application of an X-ray DL approaches for bone fracture 

diagnosis may be managed with the support of regular ethical evaluations, continuing surveillance, 

and cooperation between technologists, healthcare providers, ethicists, and regulatory agencies. It 

typically brings up a variety of moral issues that need to be properly thought out and resolved. To 

optimize the techniques' potential advantages and minimize any unfavorable effects, care must be 

taken to ensure that they are created and applied in a way that is moral and accountable. 

 

 

5.4 Sustainability Plan 

A sustainability plan that takes into account the influence on the surroundings, resource 

consumption, and long-term feasibility of using X-ray deep learning for bone fracture diagnostics 

must be developed. This is an outline of a sustainability plan: 

 

1. Energy Effectiveness: 

Selecting Hardware: When executing deep learning algorithms, go for hardware that 

consumes less energy. If you want to reduce the amount of energy used when doing 

diagnostics, think about utilizing hardware designed for inference jobs. 

Cloud Platform Optimizing: Choose suppliers and arrangements that emphasize energy 

saving while using cloud services. Put resource allocation ideas into practice to reduce idle 

time and maximize energy consumption overall. 

 

2. Efficiency of Algorithms: 

Models Optimization: Constantly improve deep learning models' performance without 

sacrificing accuracy in diagnostics. Model compression methods, quantization, or the and 

architectural enhancements are a few examples of this. 

 

The term "real- Processing": To reduce the amount aim for immediate computing 

capacities in order to reduce the amount of time and resources needed for diagnosis and to 

increase energy efficiency. 
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3. Obligation: In order to guarantee the sustainability of DL systems, it is imperative to 

establish unambiguous roles and responsibilities for all parties engaged in the creation and 

execution of them. This might mean laying out the specific guidelines for the moral 

application of the methods and the duties of those responsible for making sure they are 

applied correctly and morally. 

By combining these elements with ongoing oversight and application of X-ray DL for fractured 

bone detection, you can develop a long-term plan that reconciles environmental stewardship with 

technological advancement. One can lessen their impact on the environment, increase patient 

satisfaction, and strengthen the healthcare system by incorporating the application of sustainability 

standards to the diagnosis of bone fractures using DL models. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

©Daffodil International University                                                                                              41 

 

CHAPTER 6 

 

Conclusion and Future Research 
 

 

6.1 Summary of the Study 

 

This investigation has taught me a lot about this topic. A broken bone is a sensitive situation. This 

has a significant yearly impact on the reduction in medical imaging productivity. As a result, I was 

able to use the dataset's x-ray images and deep learning to identify two common fracture 

conditions: tibia and femur. 

As I've already indicated, I collect as much actual data as possible for my research by using a range 

of hospital fracture photos. I was able to improve my ability to identify particular kinds of fractures 

by using this data to train my software algorithms on the fracture pattern. At first, a few problems 

were fixed. I was able to accomplish my desired goal. For different users, different DL algorithms 

produce different results. In the following section, I go into more detail on this. 

 

6.2 Conclusion 

 

This research demonstrates the high caliber of the methods and findings I used. I think and hope 

that my examination will spur greater research in this field when it is finished. This study has given 

me an abundance of ideas for expanding my work. I discovered a few errors while working. I 

learned that there were other avenues I might have taken with my research. It will allow us to carry 

on with the existing project while resolving any bugs or other problems that may arise. 

Furthermore, I have ideas on how insights may be applied in future research to offer more robust 

answers to the problems that this investigation has shown. I will definitely be able to find out more 

about other aspects of my selected healthcare field of study because of this examination. I think it 

will assist promote the study and creation of novel technological techniques that allow us to 

support the medical field, as well as the detection of bone fractures utilizing x-ray pictures. By 

using DL to identify fractured, I want to present a novel method for classifying bone fractures 

based on x-ray pictures of normal subjects. 
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6.3 Possible impacts 

 

In X-ray pictures, bone fracture diagnosis accuracy can be improved using deep learning methods. 

Large datasets can be used to train them to recognize intricate patterns or minute fractures that 

may be difficult for actual radiologists to spot. Availability to healthcare services can be improved 

by utilizing X-ray deep learning for fracture diagnosis, particularly in underserved or distant 

locations where access to qualified medical personnel may be limited. By accurately identifying 

individuals who have a higher risk of developing a bone fracture, medical professionals may use 

their resources more efficiently. This entails allocating healthcare workers in an efficient manner 

and directing certain treatments toward individuals who require them the most. 

 

6.4 Implications of Further Study 

Future research in this medical field could go in many different directions, especially with regard 

to what I have found in my own study. I had a ton of suggestions for how to improve the quality 

of my work. As I previously indicated, I have also discovered a few errors, and these errors offer 

opportunities to improve this study. By putting this work into practice and enhancing prediction 

outcomes with more opportunities to capture high accuracy, I'll try to correct this error.I plan to 

fix any errors that come up. 

I have more goals planned.  This prediction, which uses x-ray images to diagnose fractures, 

might make more research in this area necessary.  In order to help the user and get the most out 

of this, I will include components in my procedure that I employ, such as CNN's VGG16 

emulate, to produce the fracture classification that users can use to forecast bone tibia and femur 

fractures. I believe that by working in this industry, I can enhance medical technology and raise 

its significance for healthcare. I could assist in quickly determining the patients' fractures. 
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