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Abstract—The mother’s mode of delivery greatly impacts the
relationship between the newborn baby and the mother, as well
as the mother’s and baby’s health. Currently, the cesarean rate
is increasing at an alarming rate. The inability to predict the
mother’s health status and mode of delivery are mainly respon-
sible for this situation. Support Vector Machine (SVM), Decision
Tree, Random Forest (RF), Gradient Boosting Classifier(GBC),
Logistic Regression, Gaussian Naive Bayes, Stochastic Gradient
Descent, CatBoost (CB), Adaptive Boosting (AB), Gaussian Na ıve
Bayes, Extreme Gradient Boosting(XGB) are used to predict the
mother’s mode of delivery. This study also proposed an ensemble
machine learning algorithm that stacked the SVC, XGB, and RF
together and named the ensemble SVXGBRF. To preprocess the
dataset, we use a pipeline that basic preprocessing techniques,
data balancing and feature selection. Our proposed SVXGBRF
classifiers show 95.52% accuracy, 96% precision, recall, f1 score,
and 99% AUC score. SVXGBRF shows its superiority, where
most models show an accuracy of less than 90% except RF,
GBC, CB, and AB. Eventually, this research could be utilized
to develop a decision-support system for reducing the number
of cesarean sections by trying to extract insights from complex
data patterns.

Index Terms—Mother’s Mode of Delivery, machine learning,
ensemble learning

I. INTRODUCTION

Mother’s delivery rules are changing day by day due to the
evaluation of modern technologies. Now-a-days there are a lots
of delivery modes such as Vaginal delivery, Natural childbirth,
Caesarean Section (CS), Forceps delivery, Vacuum Extraction,
Vaginal birth after caesarean (VBAC) [1] and so on. Types of
delivery modes depend on mother’s characteristics as well as
child. Natural childbirth is more popular among the others.
On the other hand, in Cesarean section, also known as C-
Section, delivery is done by opening up mother’s abdomen and
surgically removes the baby by opening the uterus. The rates of
CS are increasing day by day commensurately in Bangladesh
as well as around the world. In one study, they showed that the
unnecessary C-Section increases about 51% in the year 2016
to 2018 where the rate was only 4% in the year 2004 [2].
According to the WHO (World Health Organization), uses of

C-Section for delivering of babies were almost double from the
year 2000 to the year 2015 which was about 12% to 21% of all
deliveries [3]. This unnecessary C-Section increases the rate
of maternal death. Again according to the WHO, CS increases
the chances of maternal mortality. It also affects to the future
pregnancies and mothers can have some problems such as
infection, bleeding, and surgical injury to the bladder and so
on [4]. It also creates complications to a child. Children who
are delivered by C-Section may have the berating issues, lung
problems. In this respect, CS plays important role as a lifesaver
method. The decisions come from the medical professionals
whether C-Section delivery is needed or not. Sometimes they
confused to take decisions. Apart from these, the family suffers
from a lot by the cost of this C-Section. The clinics changes
about 22,085 BD-TK or $ 276 in the year 2010 whereas the
cost of a normal delivery was 3,565 BD-TK or $ 45 [5]. But,
sometimes complications arise and natural childbirth is not
possible.

Machine learning (ML) works with hidden pattern of some
data, understand the pattern and discovers valuable information
from the data. Acutely it creates the relationship between de-
pendent and independent variables. ML is successfully applied
in many sectors such as Health care, Retail, Manufacturing,
Banking and finance, Transportations and so on [6]. Especially
in Health care sector ML is a blessing one. With the help of
ML, diverse problems are solving and increasing the success
of experiments. ML is applied in diseases predictions [7] [8],
forecasting epidemic [9], predicting autism [10] and so on.
With the simulation of ML our life becomes easier. In this
respect, Machine Learning (ML) can play a significant role.
Many researchers have proposed different techniques to predict
the modes of delivery as well as the risks of those modes which
is discussed in the literature review section.

In this research, we propose a preprocessing pipeline that
accommodates missing values, corrects erroneous data, cor-
rects wrongly formatted data, normalizes the data, selects
relevant features, and deals with data imbalance problems.
We train some machine learning classifiers by this prepro-
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cessed dataset. In addition, we proposed an ensemble machine
learning model to enhance the classification performance of
identifying the mother’s mode of delivery at an early stage.

II. REVIEW OF LITERATURE

A lot of research is being done using machine learning tech-
niques for biomedical decision-making systems which use key
information from the different hideous patterns in historical
data. Here we will discuss some models and methods which
are relevant to our work. M. Sakib et al. [11] implemented
a Bagging Ensemble Classifier based on traditional machine
learning algorithms, which is a novel approach for predicting
the mood of childbirth. They examine the performance of four
ML algorithms, with bagging ensemble classifiers, and used
4493 cross-sectional data. They found bagging classifiers work
well for identifying the key factors which influence Caesarean
Section (CS). In another paper, Annes et al. [12] imple-
mented three prognostic models for complications of planned
c-section which identified, and predicted blood transfusion,
spinal hypotension, and postpartum hemorrhage. Michal et
al. [13] examine the feasibility of using machine learning
methods for predicting a successful normal birth after cesarean
delivery. They used two models on 9888 patient’s data, one
model for providing a personalized risk score for normal birth
after cesarean delivery and another for reassessing that score
after adding available features. Again S. Ali et al. [14] use
bagging and boosting classification algorithms on birth data.
BagFda is the very classification model for their birth data
and their training and testing accuracy is 94.53% and 93.44%
respectively. Nafiz et al. [15] develop three different ensemble
prediction models ( XGBoost, AdaBoost, and Catboost) to pre-
dict whether the cesarean section is necessary or not. XGBoost
gave the highest accuracy 88.91% whereas AdaBoost and
Catboost showed 88.69% and 87.66% accuracy respectlively.
In another study C. Campillo et al. [16] fitted a classification
tree (CTREE or conditionally unbiased inference classifica-
tion tree) and analyzed a random forest model to increase
the discriminatory accuracy (DA) using 157 birth data. In
[17], they built a supervised machine learning-based decision-
making model to predict the most significant labor mode
which will reduce the maternal and infant health risk. The
analysis of quadratic discriminant showed the highest accuracy
of 0.979992 with the F1 score of 0.979962. S. Maroufizadeh
et al. [18] used Classification methods to identify factors that
were related to Cesarean Section. They used 2120 primiparas
who gave singleton birth, such as logistic regression (LR),
random forest (RF), and artificial neural network (ANN).The
ANN method showed the best performance which classified
CS delivery compared to the other two methods. P. Fergus et
al. [19] discuss about the importance of machine learning in
medical sectors such as, cesarean section(CS) is acceptable or
not and help to avoid the perinatal deaths.

III. MATERIALS AND METHODS

A. Overview of proposed methodology
Including data preprocessing, model development, and per-

formance measurement is a top-down process of our proposed

methodology. Details of the steps are described one by one.
Fig. 1 shows individual parts separately and according to the
flow. To use the inter dataset for training and testing purposes,
we use 10-fold cross-validation.

Fig. 1. Overview of proposed methodology

The dataset is highly noise and need a long preprocessing
on it. We handle the missing value, wrong data and wrong
format. Also, we perform feature selection, data normalization
and data balancing. Then the dataset converted raw dataset to
ML trainable dataset. We use the machine learning classifiers
to predict the mother’s mode of delivery. We also propose
an ensemble techniques that shows better performance than
the benchmark ML algorithms. To use the inter dataset as
training and testing, we perform 10-fold cross validation.
Different performance measure technique are used to measure
the performance of the classifiers and tabulated in result sec-
tion. Different charts are introduced in the result and analysis
section to show the full experimental result in details.

B. Dataset description

This study relies on data collected and compiled by
Campillo-Artero et al. [20]. It contains 6,157 patient records
from four public hospitals in Spain in 2014. There are a
total of 161 features, 142 of which are categorical and 19
numerical. The collection included information organized into
six distinct categories. Except for the C-section group, all
of the groups have been switched to the ”regular delivery”
group. There are 692 cesarean records and 5465 non-cesarean
records, indicating an imbalance in the data. There are a lot
of features in this dataset that aren’t necessary for training a
machine learning model. This section will provide a high-level
overview of the procedure that follows.

C. Data prepossessing techniques

In the prepossessing section a pipe-lined based processing
has been applied. At first for the missing values, we have used
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the mean. In this respect we have calculated the mean values
for some attribute and put the values into the missing values
in that attribute. We use synthetic minority oversampling
technique (SMOTE) technique for handling the imbalance
data. This technique adds more value to our original dataset
without losing any information by creating synthetic value
[21].

D. Feature selection

For the feature selection process we have applied three
methods namely chi-square test, univariate feature selection
and forward feature selection.

Chi-square Test: In chi-square test, the important feature
is selected by observing the observed value and the expected
value. If the value of chi-square test is small between two
attributes then it can be said that the attributes are independent.
The formula for calculating the Chi-square test is:

χ2 =

∑
(O − E)2

E

Where, O represents the observed frequency, E represents
the expected frequency under the null hypothesis.

Univariate feature selection: In univariate feature selection
method valuable features are selected by find the relationship
between the output variable and each input value. Actually
it works based on selecting the best features from all the
features. Suppose we have some attributes and the values of
that attributes can be measured by univarient statistical test
and the highest valued attribute is the most important feature
of all features.

Forward feature selection: On the other hand, in forward
feature selection method, we calculate the metric value on
cross validation dataset and if get better value then add the
feature to useful feature list.

E. Description of the algorithms

Support Vector Machine (SVM): SVM is one of the
mostly used supervised machine learning algorithm that can
be used both regression and classification purpose [22]. In the
Support Vector Machine, each piece of data is plotted as a
point in n-dimensional space (where n is the number of fea-
tures). Data objects are classified with the use of hyperplane,
also known as decision boundaries. The main goal of svm is to
maximize the margin or distance of the support vectors. This
algorithm use the Kernel method to convert low dimensional
input space to a higher dimensional space. The hyperplane is
define as w.x + b = 0 where w is a vector normal to the
hyperplane and b is offset. The following equations define the
svm clearly:

→
X.

→
w − c ≥ 0

putting − c as b, we get

→
X.

→
w + b ≥ 0 hence

f(x) =

+1, if
→
X.

→
w + b ≥ 0

−1, if
→
X.

→
w + b < 0

If
→
X.

→
w − c ≥ 0 is active then the result being positive,

otherwise it show negative point. w and b is responsible
to maximize the margin. When the dataset is huge and has
more noise, there are some classification challenges that SVC
struggles with. Additionally, SVM will perform poorly if the
target cases overlap and there are more features per data point
than there are training data.

Decision Tree (DT): A decision tree is a tree structure,
hierarchical and non-parametric supervised machine learning
method which can do both classification and regression tasks
[23]. It actually works on divide and conquer strategy and
finds an optimal split point within the tree by using greedy
search. More important attributes can be found by seeing
the hierarchical nature of this tree which is missing in other
algorithms. But complex decision tree can lead over fitting.
It gives a way to represent the algorithm with the conditional
statement and every branch gives the output of the attributes.

Random Forest (RF): A random forest is an extension
version of bagging (one kinds of ensemble method) and
constructed by multiple decision trees [24]. The over fitting
problem is solved by this random forest by selecting the subset
of all possible features where a decision tree consider all of
those features. From the training data set different decision
tree is made up and then summarized this tree to get the final
result. But this algorithm requires more space and it is time
consuming process. For classification random forest gives a
vote and it selects the classification with the majority of votes.
For regression it does average all the outputs of the tree.

Gradient Boosting Classifier (GBC): Gradient boosting
classifier is one kinds of boosting method which works on
the basic of weak predictors by combining them to make
more accurate predictor [25]. This classifier is used for both
regression and classification problem. In each iteration, a new
learner is introduced to the errors that the previous learner
did. So the new learner is concerned about the errors and
try to resolve or updates the errors and performs well than
the previous learner. By following this process the classifier
finally provides better performance.

Logistic Regression (LR): Logistic regression is a statisti-
cal model which tells us the probability of occurring an event
by investigating some independent variables and it deals to
the issues of classification. Logistic regression has only two
outcomes either it is happen or not happen. It provides accurate
result for those which have yes or no outcomes. As it is a
probability based outcome model, the dependent variable is
bounded 0 to 1. This model provides good accuracy in terms
of binary class classification. The probability is calculated by,

p =
1

1 + e−(β0+β1x)
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Multinomial Naı̈ve Bayes (MNB): Multinomial Naı̈ve
Bayes is one kinds of Naı̈ve Bayes classifier algorithm which
is very useful when data set is multinomially distributed. This
classifier algorithm is a master in those types of tasks which
are related to natural language processing. It is a popular
classifier to classify news related to global, political, regional
and so no.

K Nearest Neighbor (KNN): K nearest neighbor is the
simplest machine learning classifier which classifies the data
point by measuring the similarities of previously classified
data. For example if you have two types of fruits like mango
and apple (consider color and shape), when a new object or
fruit come KNN compare this with its earlier stored fruit data
(color and Shape). A new data choose its nearest neighbor
by calculating the Euclidean distance. KNN is very powerful
algorithm for this it becomes the most popular machine
learning classifier for small types of data set.

Stochastic Gradient Descent (SGD): Stochastic gradient
descent is the improved version of gradient descent which
has better performance on large scale data set. In gradient
descent algorithm every item of the dataset is used to find the
pattern and predict the output. But the problem is if there
are millions of item in the dataset then the computational
complexity will be increased. But using the stochastic gradient
descent this problem can be solved. In this respect, SGD takes
some random items for each iteration and try to find the pattern
and so there is no need to consider all the values of the dataset.
So it is also called optimizer algorithm and it minimize the
cost function and thus fit the model in a better way.

CatBoost (CB): CatBoost or categorical boosting is the
one of the latest boosting classifier algorithms which is very
useful when there are some categorical data. It improves
the accuracy by reducing over fitting and it performs well
and fast in Heterogeneous data. This classifier can handle
categorical features automatically by using one hot encoding.
This classifier can be used in regression, classification as
well as for casting, ranking, recommendation systems and
sometimes in personal assistants by using greedy method.

Adaptive Boosting (AB): Adaboost classifier is a strong
ensemble classifier and its used to increase the performance
of machine learning algorithms. It combines all classifier
which does not provide proper result individually but after
combination of those classifiers, set weights for each classifier
and training the data in every iteration so that it gives good
accuracy for overall classifier. Adaboost uses decision tree
with one level means only 1 split.

Gaussian Naı̈ve Bayes (GNB): Gaussian Naı̈ve Bayes is
one kind of naı̈ve bayes which works according to Gaussian
distribution, also called normal distribution. It produces a bell
shaped curve to calculate the mean and standard deviation of
the training data. It is a probabilistic method which determines
an output with the help of conditional probability. GNB
exchanges the parameter with the new assign value of the
variable and makes a result .It is a quick classification method
which gives good accuracy without extra effort.

Extreme Gradient Boosting (XGB): Extreme gradient

boosting is the latest extension version of gradient boosted
decision tree which provide better speed and performance with
the help of linear model solver and tree learning algorithms.
It conducts parallel computation in a single machine to solve
data science problem faster than any other machine learning
algorithms. XGB is a decision tree based models which
develops a graph for examining the input under several ‘IF’
statements. When the If condition is true then it goes to another
if statement and eventual prediction .XGB adds more and more
IF statement to the decision tree to build a strong model.

Support Vector-Extreme Gradient Boosting-Random
Forest Classifier (SVXGBRF): This classifier proposed by
us is built with SVC, XGB, and RF by stacking the ensemble
procedure. In order to construct a new model, stacking takes
the use of predictions for several nodes. The final model
is then set to use predicting values from the test set. The
SVXGBRF model contains XGB as a level1 classifier for the
final estimator, and SVC, XGB, and RF are used as remaining
estimators as the level0 with the default parameter of SKLearn.
It shows a better performance than the benchmark machine
learning models.

Fig. 2. Building blocks of stacking SVXGBRF

F. Performance measure techniques

In this section, we will discuss the matrices which are used
to evaluate the performance of the models.
Precision: It tells us how many positive predictions are made
correctly by the model.

Precision =
TruePositive

TruePositive+ FalsePositive

Recall: It tells how many actual positive cases are there
from total predicted case.

Recall =
TruePositive

TruePositive+ FalseNegative

F1-score (F1): It tells us the harmonic mean of the precision
and recall score.

F1score =
2 ∗ Precision ∗Recall

Precision+Recall

Cohn Kappa: It is a statistical measurement that is used to
measure the inter and intra rater reliability to classify items.
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CohenKappa =
P − P1

1− P1

Where P = observed argument and P1 = hypothetical
probability.
AUC: The level of separation can be measured by calculating
the Area Under the Curve (AUC) score. A stronger predictor
of True Positives and True Negatives is a model with a higher
AUC. Area under the ROC curve (AUC) is the sum of the
ROC areas.

ROC: The ROC curve illustrates the compromise that must
be made between sensitivity (sometimes referred to as TPR)
and specificity (1 – FPR). A higher performance can be
inferred from classifiers that produce curves that are situated
closer to the upper left corner. A random classifier is expected
to give points that are located along the diagonal (FPR = TPR),
and thus serves as a baseline expectation.

IV. RESULT AND DISCUSSION

Using the machine learning classifiers, we predict the
mothers mode of delivery. Also, to check the full dataset
performance, we use 10 fold cross validation. The evaluation
matrics result are tabulated in the Table I. Also, the K Fold
cross validation result are show in Fig. 4 as a scatter plot.
We apply SMOTE to balance the dataset. Before balancing
class 1 contains 5465 and class 0 contains 692 instance. After
balancing both class contain 5465 instances.

TABLE I
PERFORMANCE OF THE CLASSIFIERS

Algorithm Accuracy Precision Recall F1
Score

Cohen
Kappa

AUC

SVM 86.52 0.87 0.87 0.87 0.73 0.94
DT 87.55 0.88 0.88 0.88 0.75 0.93
RF 95.13 0.95 0.95 0.95 0.90 0.99

GBC 92.49 0.93 0.92 0.92 0.84 0.98
LR 85.98 0.86 0.86 0.86 0.72 0.94

MNB 79.53 0.80 0.80 0.80 0.59 0.88
KNN 86.81 0.88 0.87 0.87 0.74 0.94
SGD 85.34 0.85 0.85 0.85 0.71 0.94
CB 95.00 0.95 0.95 0.95 0.89 0.99
AB 90.00 0.90 0.90 0.90 0.80 0.96

GNB 74.08 0.81 0.74 0.73 0.48 0.88
XGB 94.76 0.94 0.94 0.94 0.89 0.99

SVXGBRF 95.52 0.96 0.96 0.96 0.91 0.99

From table 1 it can be observed that, in terms of accuracy,
multinomial naive bayes and gaussian naive bayes give lower
accuracy than any other models which are below 80%. On
the other hand, random forest, catboost and extreme gradient
boosting perform well which are 95.13%, 95% and 94.76%
respectively. The accuracy of other models are in the range
of 80% to 92%. But, here our model SVXGBRF achieves
higher accuracy than any other models which is 95.52%. For
the precision section, our model experienced higher score than
the others which is 96%, whereas multimonial naive bayes has
lower performance which is only 80%. Again, for the recall
and f1-score, random forest and catboost model have good

score but our model gains 96% score and outperforms from
any other models. In terms of cohen kappa, most of the models
have low scores except random forest algorithm. And here
our model gives better performance which is above 90%. For
AUC curve, it can be also seen that our proposed ensemble
model achieves higher score which is similar to random forest,
catboost and extreme gradient boosting algorithms.

Fig. 3. Performance of the classifiers

The Fig 3 shows the performance of the classifiers that are
tabulated in the table 1. Last bar of the every segment shows
the performance of the proposed ensemble model. The last bar
is superior to all.

Fig. 4. 10 fold cross validation result of the classifiers

Fig. 4 shows us the performances after applying the 10 fold
dataset for cross validation. And again our model experienced
higher accuracy than any other models which is almost 96%.
Some models have very low score especially in terms of cohen
kappa but here our model handles this in an impressive way.

Fig. 5 provides us the information about the true positive
and false positive rate which is also known as ROC curve
where different colors represents different models perfor-
mance. It is clearly seen that our proposed ensemble model has
the highest value among all others algorithms as our model is
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Fig. 5. ROC curve to show the performance of the models

the combination of support vector machine, extreme gradient
boosting and random forest and all of these models have good
mechanism to perfectly handle any dataset.

After evaluating we get some top features, Episotomy, Fetal
Intrapartum pH, Age, Height, Anesthesia get more priority
than other features.

V. CONCLUSION AND FUTURE WORK

In order to ensure the safety of the mother and the newborn,
it is essential to choose the mode of delivery carefully. It is
still necessary, however, to investigate the most useful com-
binations of features for computing this decision. Therefore,
we are attempting to utilize AI to determine the safest and
most effective modes of delivering a baby. Among all the
binary classifiers, our proposed stacking SVXGBRF ensemble
model shows superiority using the data preprocessing, feature
selection, and data balancing pipeline. How our proposed
method shows a better result is not shown in this study, and
which features are getting more priority will investigate in
further study.
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