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Abstract: The rapid growth of electric vehicles (EVs) is likely to endanger the current power system.
Forecasting the demand for charging stations is one of the critical issues while mitigating challenges
caused by the increased penetration of EVs. Uncovering load-affecting features of the charging station
can be beneficial for improving forecasting accuracy. Existing studies mostly forecast electricity
demand of charging stations based on load profiling. It is difficult for public EV charging stations to
obtain features for load profiling. This paper examines the power demand of two workplace charging
stations to address the above-mentioned issue. Eight different types of load-affecting features are
discussed in this study without compromising user privacy. We found that the workplace EV charging
station exhibits opposite characteristics to the public EV charging station for some factors. Later, the
features are used to design the forecasting model. The average accuracy improvement with these
features is 42.73% in terms of RMSE. Moreover, the experiments found that summer days are more
predictable than winter days. Finally, a state-of-the-art interpretable machine learning technique has
been used to identify top contributing features. As the study is conducted on a publicly available
dataset and analyzes the root cause of demand change, it can be used as baseline for future research.

Keywords: charging station; electric vehicle; forecast; power demand; privacy

1. Introduction

Climate change has become a serious concern, and countries are desperate to limit
greenhouse gas emissions from the transportation sector. Internal combustion engine (ICE)-
based vehicles contribute to greenhouse gas emissions. In the USA, CO2 emissions reached
5981 million metric tons in 2020, with the transportation sector contributing 27% (see
Figure 1). People are moving away from ICE-based vehicles due to climate consciousness
among vehicle users and government encouragement [1]. As EVs are getting popular,
charging stations are built throughout the cities. The accurate short-term load forecasting
of these EV charging stations is one of the critical concerns for the optimal operation of
charging stations and power grids. Numerous factors are involved in determining the
power need of EVs. The power demand of the charging station is extremely volatile, and
intermittent charging behavior threatens the safety of the existing power system. PEV
adoption increases daily peak demand, disrupts the distribution network, and results in an
under-voltage situation. A study in [2] found that the increased penetration of EVs has an
adverse effect on the transformer and may disrupt the service.
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It is challenging to forecast the power demand due to driving behavior, pricing
process of utility, and various random factors [3]. Identifying valuable features from
charging and surrounding data is crucial for improving forecasting accuracy. Several
studies on EV charging station load forecasts have been conducted. There are two basic
types of charging load forecasting methods reported in the literature. The first type makes
use of electric vehicle (EV) driving features [4]. The forecasting model using driving
characteristics is mainly formed from the state of charge (SOC), travel time, charging and
discharging characteristics, vehicle model, etc. These characteristics are not the same for
all EVs. The different characteristics of EVs are an obstacle for simulating a charging
profile. It is computationally expensive to address each EV as a single entity for minimum
charging rate because many decision variables are included [5]. One of the solutions for
reducing computational complexity is the combined SOC-based methodology. A study
in [6] proposed a combined SOC-based method that employs a simple mechanism: EVs
with lower SOC charges at higher prices and EVs with higher SOC charges at lower prices.
Reference [7] divides EV fleet into four categories to easily characterize charging behavior.
However, such user profile-based forecasting techniques often violate the privacy of the
user and expose private information. Global positioning system (GPS) data were used
in [8] to collect the SOC information and model the EV charging. The second type of
charging load forecasting method uses the charging station data to forecast the demand [9].
A comparative study of these two forecasting methods found comparable accuracy for both
methods [10]. Most of the literature on EV charging station load forecasting uses common
features such as SOC, driving distance, vehicle model, holiday, etc. However, as discussed
earlier, privacy is the primary concern while modeling a forecasting technique based on
user profile.

Conventional forecasting methods [11] are unable to take full advantage of external
factors that influence the charging station’s power demand. As a result, the effectiveness of
these conventional procedures is not up to the expectations [12]. Later, power grids have
benefited from the fast development of artificial intelligence (AI) technology. Algorithms
such as support vector machines (SVMs), random forest (RF), artificial neural networks
(ANNs), etc., have been employed to solve different challenges of the power grid. With
no exception, these techniques have also been studied for power systems. The SVR model
is used in [13] to forecast the power demand of an EV charging station. The schedulable
capacity of EVs has also been investigated using random forest (RF) [14]. Performance can
be improved for short-term forecasting using an ANN model [15].
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To uncover the latent feature of EV charging and further improve the forecasting
model’s accuracy, deep learning (DL)-based techniques are dominating these days. One
of the popular DL methods is recurrent neural networks (RNNs), which is often used
for time series forecasting. The two most popular variations of RNNs: gated recurrent
units (GRUs) [16], and the long short-term memory (LSTM) [17], are explored for time
series forecasting. The performance of another DL approach, the convolutional neural
network (CNN), is also investigated in [18]. In contrast, a comparative study of a few
popular DL-based approaches has been presented in [19]. Numerical studies at various
time steps show that DL techniques can accurately forecast super-short-term electricity
demand. Moreover, the study found that LSTM performs best for reducing forecasting
error among the various DL approaches.

With the increased adaption of electric vehicles, electricity demand is also increasing.
Short-term load forecasting of charging station plays a big role in uninterrupted power
supply. However, short-term load forecasting has been rarely explored in the literature.
Moreover, it is necessary to understand the load-impacting factors of charging stations.
This paper presents the forecasting result on publicly available charging station power
demand datasets, using recent popular forecasters. Moreover, the data of two charging
stations are simultaneously analyzed and used for forecasting purposes to exclude the
analysis’ randomness effect. Furthermore, the effect of the external features for forecasting
and forecasting results on different day types are analyzed. Thus, the case study can serve
as a state-of-the-art technique for future research.

The terms ‘energy delivered’, ‘power demand’, and ‘load demand’ are used inter-
changeably throughout the paper. Moreover, Caltech and JPL stand for Caltech EV charging
station and JPL EV charging station, respectively. The rest of the paper is organized as
follows: Section 2 discusses the system modeling. Dataset characteristics are given in
Section 3. Section 4 analyzes the load demand of charging station to identify key features.
The experimental setup is given in Section 5 and the results of the forecasters are presented
in Section 6. Finally, Section 7 draws the conclusion.

2. System Modeling

One of the essential methods to improve forecasting accuracy is to include as many
demand-changing factors as possible. So far, the demand-changing factor has been studied
as part of improving forecasting performance where the focus on the demand-changing
factor was limited. This paper analyzes different types of demand-changing factors so
that they will be beneficial for modeling power demand. Another drawback is that most
existing charging station load forecasting techniques focus on profiling charging behavior
to forecast the power demand. Such techniques often use features such as SOC, driving
distance, vehicle model, etc. SOC is the remaining capacity of the battery and can be
measured as follows:

SOC(d) = C(d)
Cm

(1)

C(d) = Cm − Cu(d) (2)

Cu(d) = x(d) ∗ r + Cu(d− 1) (3)

where Cm is the maximum amount of charge that can store in the vehicle, and C(d) is
the remaining capacity of the battery after day d. Cu(d) is the used capacity of day d
and it depends on the distance driven on day d (x(d)), discharging rate r, and remaining
capacity of the previous day (d− 1). The charging time of an EV on day d can be expressed
as follows:

T(d) = Cu(d)
Pbattery

(4)

Pbattery = Pcharger ∗ η (5)

where Pbattery is the power consumed by battery, Pcharger is the power rate of the charger, and
η is the efficiency of the charger. As seen from Equations (1)–(5), the EV’s power demand



Electronics 2023, 12, 55 4 of 18

and charging time depend on features that can violate user privacy. The collection of these
features is impractical for a public charging station. Instead of forecasting individual EVs,
one alternative solution to this problem is to forecast the aggregated load. Individual load
profiles are not required for aggregated load forecasting; therefore, privacy is preserved
while predicting. This paper forecasts aggregated load using external features such as
weather, historical, and calendar features.

3. Dataset Characteristics

ACN-Data [9], a dataset obtained from a charging network in Los Angeles, California,
was used in this experiment. Caltech and JPL charging station data were chosen for
the experiment out of the data of three charging stations in ACN-Data. Caltech is a
research university with 55 electric vehicle supply equipment (EVSE) in the parking garage.
Although EV charging is available to the general public at Caltech, most users are students,
teachers, and staff. As Caltech’s parking garage is close to the campus gymnasium, many EV
users use the charging station while working out in the gymnasium. The charging station
of JPL is only open to employees. As a result, the charging data of JPL is representative
of workplace charging. In contrast, Caltech charging data is representative of a hybrid
between public use and workplace charging.

The basic information of the considered charging stations is given in Table 1. A search
on the dataset download website found the first session of Caltech is 25 April 2018, and
JPL’s is 5 September 2018. The last date selected for the search was 30 June 2021. For
Caltech, the number of claimed sessions (claimed session is associated with user input and
unclaimed is not associated with user input) is almost similar to the number of unclaimed
sessions. However, for JPL, the number of claimed sessions is much higher than the number
of unclaimed sessions. Another notable difference between the two charging stations is
that Caltech’s average charging time per session is smaller than JPL’s. The EV penetration
of JPL is relatively high; as a result, the average energy consumed per day for each EVSE,
the average energy consumed per session, and the number of sessions per day are higher
than Caltech’s.

Table 1. Basic information of the charging stations.

Property Caltech JPL

Location Caltech campus,
California.

JPL campus,
California.

Duration 1162 days 1024 days
Charging session found 1008 days 889 days

Number of sessions 30,052 31,543
Number of claimed sessions 15,167 29,477

Number of unclaimed sessions 14,884 2065
Avg. charging time per session (hour) 2.93 3.99

Number of EVSE 55 52
Avg. energy con. per session (kW) 4.95 9.63

Avg. energy con. per day per EVSE (kW) 9.14 14.12
Number of sessions per day 29.81 35.48

Min. power delivered in a session (kW) 0.501 0.50
Max. power delivered in a session (kW) 77.7 68.60

Idle occupied time per session (hour) 2.81 2.87

4. Analysis of EV Charging Station Load Demand

EV charging behavior can be changed due to different periodic and random effects.
For accurate forecasting, these factors should be included in the forecasting model. One of
the fundamental questions is what are the influential factors that affect load forecasting of a
charging station. From the literature and experiments, different types of influential factors
are found. Some load forecasting factors such as SOC and drive distance often violate users’
privacy. In this paper, such influential factors are excluded from analysis and discuss the
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factors that preserve the privacy of the user. A full calendar year with the same policy
(price and charging policy for claimed and unclaimed sessions) is used for the analysis. As
a major policy change occurred on 1 November 2018, the period from 1 January 2019 to 31
December 2019 is selected for our study. Mathematically, the cumulative power demand p
of a charging station at time t can be described as follows:

pt = ∑n
i=1 vit (6)

where vi is the power demand of vehicle i and n is the number of vehicles connected to the
charging piles of the charging station.

4.1. Seasonal Variation

Power demand exhibits different characteristics in different seasons for residential
and industrial sectors. The analysis here is carried out to find the seasonal variation of
the power demand of the EV charging station. A full seasonal year is different from a
calendar year. A complete seasonal year spans from March to next year’s February. There,
the period from 1 March 2019 to 28 February 2020 is selected for seasonal analysis. A
complete seasonal year has four seasons: spring (March, April, May), summer (June, July,
August), fall (September, October, November), and winter (December, January, February).
The daily average power demand of Caltech and JPL for four seasons is shown in Figure 2.
Figure 2 shows that the highest daily demand is in the spring season, followed by the fall
season for both charging stations. Such power demand may result from pleasant weather
conditions in those two seasons and outgoing human activity. However, the lowest demand
for Caltech is in winter but for JPL it is in summer. The lowest power demand in those
seasons may result from the user activity of the charging station as Caltech is a hybrid
charging station, and JPL is a workplace charging station.
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Figure 2. Seasonal variation of power demand.

Moreover, if we carefully examine the daily average standard deviation of the four
seasons (Figure 2), both the charging stations exhibit a few similar behaviors. Although
daily consumption in spring is highest among all seasons, the standard deviation in spring
is the lowest. In other words, the daily consumption in spring follows a consistent power
demand. Another vital point to notice is that the average daily demand in winter is low,
whereas the standard deviation is high. Such characteristic indicates the inconsistent power
demand in winter.
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4.2. Weather Conditions

Weather conditions are important for load forecasting because they are related to
HVAC and control human activity. The analysis is carried out to determine whether the
weather conditions affect the charging station’s power demand and, if so, what are the most
affecting weather variables. Fifteen weather variables and the data of two charging stations
are considered. The Pearson correlation coefficient is the de facto statistical indicator for
measuring the relationship between two variables. In the case of two n-dimensional vari-
ables X = {x1, x2, . . . , xn} and Y = {y1, y2, . . . , yn}, their Pearson correlation coefficient
rxy is as follows:

rxy = n ∑ xiyi−∑ xi ∑ yi√
n ∑ x2

i −(∑ xi)
2
√

n ∑ y2
i −(∑ yi)

2 (7)

The result of the Pearson correlation coefficient among weather variables and daily
demand is given in Table 2. A negative correlation coefficient indicates the weather variable
is negatively correlated with the daily demand, whereas a positive correlation coefficient
indicates the weather variable is positively correlated with the weather variable. It is shown
from the table that the considered weather variables have negligible influence over the
power demand of the charging station. The power demand of Caltech is more sensitive to
weather variables than that of JPL. Moreover, the two charging stations exhibit different
characteristics for the same weather variable.

Table 2. Correlation scores of weather variables with power delivered.

Weather Variable Caltech JPL

Maximum temperature −0.070750 0.016431
Average temperature −0.103542 0.015418

Minimum temperature −0.082004 0.039647
Maximum dew point −0.062207 0.038575
Average dew point −0.070037 0.016149

Minimum dew point −0.075114 0.018542
Maximum humidity −0.011453 0.007398
Average humidity 0.002043 0.025363

Minimum humidity −0.023895 0.021847
Maximum wind speed 0.038898 0.000188
Average wind speed 0.039866 −0.019258

Minimum wind speed 0.005172 0.005300
Maximum pressure 0.176864 0.011223
Average pressure 0.103767 −0.031547

Minimum pressure −0.042822 −0.039377

4.3. Calendar Features

Keeping in mind that human activity changes over the days of the week and months
of the year, the power demand of charging stations is investigated for calendar features.
The average power demand of different days of the week is given in Figure 3. It is clear
from the figure that the power demand on Saturday and Sunday drop significantly for
both charging stations. Moreover, the power demand of JPL charging station on Friday
is relatively low among all other weekdays. Reference [20] finds very low intra-week
variations of charging habits, whereas our analysis finds a significant difference between
weekdays’ and weekends’ power demand. The intra-week difference may be the result
of the charging station location. Our experimental datasets are collected from charging
stations, which office employees mostly use. As a result, the demand for electricity on
weekends is less than the weekdays. It can be concluded from the above observation that
the day of the week and the charging station’s location are important for forecasting the
demand of a charging station.
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The monthly average energy delivered is presented in Figure 3. It is observed from
the figure that the monthly average energy delivered in Caltech is lower than in JPL. JPL
has similar power demands in April–May and July–August, and Caltech has similar power
demands in January–February and March–April. A surge in demand for both the charging
stations was observed in October. The lowest demand is found in January for JPL and in
December for Caltech.

Caltech’s average daily holiday and non-holiday demands are 256.89 and 259.64,
respectively. JPL’s average daily holiday and non-holiday demands are 662.51 and 696.22,
respectively. The list of holidays for Los Angeles is obtained from [21]. The holiday
power demand for both charging stations is slightly lower than the non-holiday power
consumption. If holiday and non-holiday power demand are compared to weekend and
weekday power demand, it can be seen that there is a considerable demand difference
even though weekends and holidays are off days. The power demand on holiday indicates
many more charging sessions than on the weekend.

4.4. Arrival and Departure

The arrival and departure distribution for the considered charging stations are shown
in Figure 4. Weekends’ and weekdays’ distribution of both charging stations is plotted in
the figure. The figure shows a significant peak for morning arrival on weekdays. As both of
the charging stations are in the workplace, the peak indicates the arrival of the employees.
However, the charging station near residences may show a peak for evening arrival for the
returnee. The distribution of departure is analogous to arrivals. The number of vehicles
leaving charging station increases as the workday ends and peaks near 5–6 pm on weekdays.
As expected, the weekend has a completely different distribution than the weekdays. The
arrival and departure for the weekend are much lower for both charging stations. Although
the EV penetration in JPL is higher than in Caltech for weekdays, it is lower on the weekend
because Caltech is open for public use, and JPL is available to employees only. Another
important point to note is that the arrival and departure distribution on weekends is much
more uniform (no sharp peak like weekday for arrival and departure) for both charging
stations. This is most likely due to the wildly heterogeneous weekend work schedules.
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4.5. Charging Session

In this section, charging sessions throughout the days of the week were analyzed to
find the difference in intra-week charging behavior. Figure 5 depicts the charging behavior
of different days of the week. It shows the number of average sessions, average session
duration, and average energy delivered per session throughout the days of the week. The
average session and average session duration for both charging stations drop for Saturday
and Sunday. However, the number of average sessions for Caltech is more than the JPL on
weekends. The reason behind such behavior is that the Caltech charging station is open to
the public, but the JPL one is only open to the employees. As Caltech is open to the public,
it welcomes the user from the community on weekends. Another important observation
is that the number of average sessions and average session duration decreased for JPL
on Friday. The same characteristic is also shown for JPL’s average daily power demand
on Friday (Figure 3). The smaller charging session, shorter session duration, and less
energy delivery on Friday for JPL can be considered the implicit charging characteristics
for the specific day and specific charging station. Although the session duration for JPL
on Monday is similar to other weekdays, the average energy delivery is highest among
all other days, as shown in the Figure of average energy delivered per session. The lower
SOC level after the weekends may be the reason for higher power demand on those days.
Similarly, the session duration for Caltech on Sunday is the lowest, but the average energy
delivery is the highest among all other days. Such characteristics of the sessions can be the
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combined effect of lower SOC after a Saturday (weekend) and a smaller number of active
sessions compared to the capacity of the station.
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4.6. Policy

Policy changes such as price, subsidy scheme, etc., are often considered load-affecting
factors for demand response programs. This analysis here aims to identify how policy
change affects the energy demand of the charging station. On 1 November 2018, Caltech
and JPL implemented a major policy change. Figure 6 shows the power demand from
1 September 2018 to 31 December 2018. Claimed sessions refer to the session when a
user specifies the energy requirement and duration of the session, whereas unclaimed
sessions use default values. Before 1 November, an unclaimed session at Caltech received
14 kWh over 12 h and the claimed sessions were free. After the policy change, the claimed
session became USD 0.12/kWh, and the unclaimed session was set to terminate after
30 min in Caltech. For JPL, claimed sessions have always been USD 0.10 per kWh, whereas
unclaimed sessions have changed from 17.5 kWh/4 h to terminate 30 min. The energy
demand for Caltech drops after 1 November, and JPL power demand does not show
any big difference. Due to the fact that the cost became comparable to in-home charging
after the policy change, Caltech’s drop in power demand can be described as decreasing
community users. However, no policy change has been implemented for claimed sessions
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at JPL, and our intuition is that the high EV penetration overshadows the policy change for
unclaimed sessions.
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4.7. Idle Occupancy

Another important fact that should be paid special attention to for forecasting the
power demand is the capacity of the charging station. If the demand exceeds the charging
station’s capacity, there should be some mechanism to mitigate the demand. Charging
station utilization can play a major role in this regard. One of the crucial indicators of
charging station utilization is the analysis of idle occupancy. The maximum utilization of a
charging station means the use of the maximum capacity of the charging station. When
the maximum utilization obtained once the charging is completed, the EV should free the
EVSE as soon as possible and give a chance to the EV waiting for charging. However, in
reality, EVs are left for hours after charging is completed. Such scenarios demand huge
investment for infrastructure development and capacity increase. A thorough analysis of
the capacity utilization can help avoid extra expenses. Generally, the electricity demand of
a charging station at a specific time is used to obtain the utilization of the charging station
at that specific time. However, the analysis of idle occupancy can give more insight into
this. Figure 7 shows the daily idle occupancy and energy delivered in January 2019. An
important point to note from the figure is that the idle occupied time increases with the
energy delivery for most days. Generally, the idle occupied time of a charging station
increases when the charging station is away from maximum utilization because when the
maximum utilization is achieved, idle occupancy should be 0. Moreover, the idle occupancy
per session for different days of the week is presented in Table 3. The table contains a few
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notable points. First, on weekends, idle occupancy is less than on the weekdays. Such
characteristics may be the result of spending less time in the office on weekends. Second,
idle occupancy on Friday for JPL is less than on other weekdays. Average power demand
(Figure 3), average session duration (Figure 5b), and idle occupancy (Table 3) indicate a
different charging behavior for JPL on Friday. Third, on Monday, the idle occupancy is
below the average of the weekday idle occupancy for both charging stations. The average
session duration (Figure 5b) and average energy delivered per session (Figure 5c) suggest
that the energy requirement on Monday is higher. As a result, the session comprises less
idle occupied time before leaving the station.
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Table 3. Average idle occupancy (hour) per session.

Day Caltech JPL

Monday 3.12 2.78
Tuesday 3.39 3.24

Wednesday 3.39 3.07
Thursday 3.24 3.17

Friday 3.48 2.50
Saturday 2.17 1.74
Sunday 1.89 1.87

4.8. Historical Data

Generally, a function relates the predicted power with the historical consumed power.
The predicted power P̂ at time t can be expressed as follows:

P̂(t) = f (P(t− 1), P(t− 2), . . .) (8)

where f is the function that relates predicted power with past consumed power and P(t− i)
is the consumed power at (t− i). The correlation score of the power delivered of a day
with the previous seven days’ power delivered is given in Table 4. It is seen from the score
that the electricity demand is highly correlated with historical demand data. The same
day of the previous week, which is seven days before the demand data, has the highest
correlation. The finding can be described as the demand for electricity for EV charging
follows a periodic manner. It is also observed that the second-highest correlation score
was found for the previous day. This is logical as the demand for electricity for residential
houses and industries has similar characteristics.
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Table 4. Correlation score of historical power delivered.

Day Caltech JPL

1 day before 0.341762 0.352255
2 days before −0.057642 −0.233426
3 days before −0.030332 −0.404988
4 days before −0.020157 −0.437741
5 days before −0.089821 −0.237613
6 days before 0.266087 0.311596
7 days before 0.647215 0.707768

5. Forecasting of Power Demand
5.1. Input Selection and Processing

The analysis of EV charging station load demand uncovers different influential factors.
The holiday feature for the charging station is obtained from [21], and the weather condition
data have been collected from [22]. According to the requirement of the forecaster, seasonal
variation, month of the year, and the day of the week features are one-hot encoded [23].
The summary of different types of features is given in Table 5. The arrival and departure
are not included in the feature summary list. There are two important observations from
the analysis of arrival and departure. First, the number of vehicles on weekends is less than
on the weekdays. The feature is included as day of the week (Monday–Sunday). Second,
the time of arrival and departure of the vehicles. As the aim of this paper is to forecast
the daily power demand of the charging station, the time of arrival and departure of the
vehicle could not be included. However, this feature can play a major role in hourly load
demand forecast.

Table 5. Summary of the features.

Feature Type Number of
Features Feature

Seasonal variation 4 spring, summer, fall, winter

Weather conditions 15

Average temperature, maximum temperature,
minimum temperature, average pressure,

maximum pressure, minimum pressure, average
dew point, maximum dew point, minimum dew

point, average wind speed, maximum wind
speed, minimum wind speed, average humidity,

maximum humidity, minimum humidity

Calendar features 20
Monday–Sunday (7)

January–December(12)
Holiday

Charging session 2 Number of sessions
Session duration

Policy 1 Policy
Idle occupancy 1 Idle occupancy
Historical data 7 Day 1–Day 7

Among the seven different types of features, some features contain repetitive infor-
mation. For example, seasonal variation and average daily demand in different months
(January–December) may result from the season’s weather conditions. The repetitive
inclusion of the same information increases the model complexity and deteriorates the
model’s performance. To overcome this challenge, a scikit learn-based univariate feature
selection technique is used and the 15 best features are selected. For Caltech, the selected
features are Policy, Day 1, Day 2, Day 3, Day 4, Day 5, Day 6, Day 7, Avg. temperature,
Min. temperature, Max. dew point, Avg. dew point, Idle occupancy, Number of sessions,
and Session duration. The selected features are then used to train the model. For JPL, the
selected features are fall, Saturday, Sunday, Tuesday, Day 1, Day 2, Day 3, Day 4, Day 5,
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Day 6, Day 7, Max. dew point, Idle occupancy, Number of sessions, and Session duration.
The selected features are then used to train the model. All the features are normalized
according to the following equation:

x′i =
xi−min(x)

max(x)−min(x) (9)

where xi is the original value and x′i is the normalized value. The normalization converts
the feature values into the interval [0,1].

5.2. Forecaster Selection

Data that have been preprocessed are ready to be used for forecasting. Recent publica-
tions found that deep learning-based forecasters can learn the latent features and improve
forecasting accuracy. In this paper, five deep learning-based forecasters are selected. The
first selected forecaster is LSTM [17]. It has plenty of applications for time series forecasting
and has shown its capability in various learning and prediction problems. Our second
selected forecaster Bi-LSTM is able to consider both past and future information [24]. Re-
searchers have explored the model performance combining CNN and LSTM for extracting
temporal and spatial features in recent years. The CNN–LSTM forecaster has also shown
promising results for energy consumption prediction, acknowledging that CNN removes
the noise considering the correlation between multivariate variables, and LSTM extracts
temporal information to generate prediction [25]. The next selected forecaster ConvLSTM
has also shown its ability for prediction problems [26]. The last selected forecaster is GRU.
It is an improved version of RNN. The most important benefit of using GRU is handling
long-term dependency while keeping the structure simple [16].

5.3. Model Performance Evaluation

In this paper, two popular evaluation metrics are utilized to evaluate the effectiveness
of the forecasters: root mean square error (RMSE) and mean absolute error (MAE). The
equations of the evaluation metrics are given below:

RMSE =

√
1
n

n
∑

i=1
(ŷi − yi)

2 (10)

MAE = 1
n

n
∑

i=1
|ŷi − yi| (11)

where n is the number of samples, yi is the actual value, and ŷi is the forecasting value.
However, another popular evaluation metric, mean absolute percent error (MAPE), is
not considered for this paper because power demand on weekends is extremely low and
sometimes has even no power required on the weekend. In such a case, the following
equation will produce an undefined result:

MAPE = 1
n

n
∑

i=1

(∣∣∣ ŷi−yi
yi

∣∣∣× 100
)

(12)

5.4. Experimental Setup

In this experiment, the data of two publicly available EV charging stations have been
used to exclude the randomness effect from the forecasting result analysis. Three cases have
been developed for the forecasting result analysis. The first case is developed to analyze the
effect of including features for EV charging load forecasting. The second case is designed
to analyze the forecasting performance for weekdays and weekends. Finally, the third case
demonstrates the forecasting performance in summer and winter. The preprocessed dataset
is divided into a training set and a test set. The training set is then fed to the selected
forecaster, and the test set evaluates the forecasting performance.
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One of the crucial points to improve the forecasting performance of forecasters is the
fine-tuning of the hyper-parameter. This experiment applies expert opinion and trial and
error methods to set the hyper-parameter. One common thing in the selected forecaster is
that all the forecasters are based on neural networks. The most important hyper-parameter
for the neural network-based forecaster is the number of layers. The dilemma arises while
setting the layer number because if it is set too big, it will cause overfitting, and too small
will cause underfitting. The number of hidden layers for GRU, Bi-LSTM, and LSTM is set
to three, whereas the hidden layer for CNN–LSTM and convLSTM is set to two. A dropout
layer with a value of 0.2 is added before the output layer to prevent overfitting. For all the
forecasters, the number of nodes is set to 50, and the filter size is set to 64. Relu, adam, and
MSE are chosen as activation, optimizer, and loss functions, respectively. The number of
epochs is set to 100 for all the forecasters. Finally, the time step is set to 3 for better learning
and prediction. Important parameter of the algorithms is given in Table 6.

Table 6. Summary of the parameters.

Algorithm Hidden
Layers

Number
of Nodes

Filter
Size

Activation
Function Optimizer Loss

Function

GRU 3 50 64 Relu adam MSE
Bi-LSTM 3 50 64 Relu adam MSE

LSTM 3 50 64 Relu adam MSE
CNN–LSTM 2 50 64 Relu adam MSE
convLSTM 2 50 64 Relu adam MSE

6. Results
6.1. Case 1 (Effect of External Features in Forecasting)

This case is designed to show the effect of using external features. The input of the fore-
caster with external features is discussed in the input selection and preprocessing section.
As a few time-dependent features are considered for forecasting, as this type of forecaster
is often termed as multivariate forecaster. The forecaster without external features is often
called a univariate forecaster. Deep learning models can be used for univariate forecasting
if multiple timesteps are used. The timesteps help the deep learning model map the input to
predict the future demand. For this case, the period from 1 September 2018 to 28 February
2021 is selected as the training set, and the period from 1 March 2021 to 30 May 2021 is
selected as the test set. The test set is used to evaluate the predicting performance, and the
training set is used to train the model. The experimental results are shown in Table 7. It
is evident from the result that the forecaster with external features performs better than
the forecaster without external features regardless of forecaster, performance metrics, and
charging station. The average accuracy improvement with the help of external features
is 42.73% and 41.76% for RMSE and MAE, respectively. The degree of improvement the
external feature brings to the model is different for the two charging stations. Due to exter-
nal feature inclusion, the forecasting error reduces by 70.33% for the JPL charging station,
whereas Caltech shows a 13.19% accuracy improvement. We believe that the location of the
charging station plays an important role in predicting the power demand.

6.2. Case 2 (Forecasting Performance on Weekdays and Weekends)

We have already discussed that the power demand of a workplace charging station
is not the same for weekdays and weekends. This case is designed to compare the effect
of external features on weekdays’ and weekends’ power demand forecasting. Like in
the previous case, the training set is selected as the period from 1 September 2018 to
28 February 2021. Weekdays from 1 March 2021 to 30 May 2021 are selected as the test set
of weekdays, and weekends of the same duration are selected as the test set of weekends.
The result of the experiment is given in Figure 8. There are two important points to note.
First, the accuracy with external features is 56.20% higher than without external features
for all scenarios for weekdays and weekends. External features are the cause of increased
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accuracy because external features allow for a better understanding of load-changing rules.
Second, the improvement of forecasting accuracy for weekends is 46.89%, which is lower
than the weekday forecasting improvement by 65.52% due to there being fewer charging
sessions on weekends than on weekdays.

Table 7. Effect of external feature in forecasting.

Station Forecaster
Without External Features With External Features

RMSE (kWh) MAE (kWh) RMSE (kWh) MAE (kWh)

Caltech

LSTM 78.65 63.16 60.53 46.83
Bi-LSTM 78.54 64.01 64.95 51.52

CNN–LSTM 70.19 54.03 60.51 47.42
ConvLSTM 74.93 57.52 68.41 54.44

GRU 71.60 56.67 6.51 54.97

JPL

LSTM 196.81 135.34 52.27 38.48
Bi-LSTM 204.61 138.89 57.87 43.97

CNN–LSTM 160.06 120.37 47.16 36.55
ConvLSTM 189.76 130.18 48.66 37.08

GRU 165.81 120.98 47.26 35.56
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6.3. Case 3 (Forecasting Performance for Summer and Winter Days)

According to the literature, the performance of load forecasting for the grid and
household loads varies in summer and winter days. As EV also has an HVAC system and
human activity changes from the summer to winter season, power demand changes as
well. This case is designed to compare the forecasting performance for the summer and
winter seasons. The training set for the summer season is the period from 1 September
2018 to 31 May 2020, and the test set is the period from 1 June 2020 to 31 August 2020. The
training set for the winter season is the period from 1 September 2018 to 30 November
2020, and the test set is the period from 1 December 2020 to 28 February 2021. The result
of the experiment is presented in Figure 9. The result shows that summer days are more
predictable than winter days without external features. Previously, we have seen that the
standard deviation value in winter is bigger than in summer. As a result, the winter is less
predictable than the summer. The uncertainty and diverse driving behaviors in winter do
not allow for the model to predict well enough. However, with the help of external features,
the forecasting error becomes 40.62% lower for summer and 48.27% lower for winter.
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6.4. Interpretability Analysis of Factors

In Section 4, we attempted to investigate the relationship between various external
factors and the load demand of the charging station. Moreover, in Section 5, the experi-
ments are conducted to explore the combined effect of external features in forecasting the
load demand of charging stations. However, the degree of improvement each individual
feature brings to the forecasting model is not known from the analysis and experiment.
Generally, machine learning models are known as the black box technique because it is
hard to understand the decision-making procedure once trained. With continuous research,
IML (interpretable machine learning) is able to interpret and analyze each factor. The
contribution of each feature for a model could be calculated through a state-of-the-art
IML technique called SHapley Additive exPlanations (SHAP) [27]. Although correlation
can give us hints about the potential feature, the high correlation of a feature with the
target variable does not necessarily mean that it has good ability in accuracy improvement
because correlation does not consider the combined impact of the features. On the other
hand, SHAP is based on the idea that the outcome of each possible combination of features
should be taken into account when determining the importance of a single feature. The
SHAP summary plot of both charging stations is given in Figure 10, which shows the
feature density and its impact on model output. Each dot on the SHAP summary plot
corresponds to a day in the study. The impact of that feature on the model’s prediction for
that day is indicated by the position of the dot on the x-axis. Multiple dots that land at the
same x position pile up to show density. Furthermore, the color of the dot shows the value
of the feature (red high, blue low). The top two contributing features for both the charging
stations are number of sessions and session duration. When the value of these two features
increases, the SHAP value increases as well.
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7. Conclusions

This paper analyzes eight different types of load-affecting factors and studies two
EV charging stations, keeping the user’s privacy in mind. The analysis uncovers a few
dominant features such as number of sessions, session duration, and idle occupancy. The
average accuracy improvement with these features is 42.73% in terms of RMSE. Moreover,
this paper utilizes a few popular load forecasting models to forecast the power demand of
the EV charging station. Three cases are designed to explore the effect of external features
for improving forecasting accuracy. The results found that the inclusion of the dominant
features in forecasting models improves forecasting accuracy in all three cases. Finally, the
load-affecting factors are interpreted using a state-of-the-art IML technique called SHAP to
identify the crucial features for improving the accuracy of the forecasting model. As the
analysis is performed on the data of two publicly available charging stations, it can serve
as a baseline for future research.

The scope of this research was limited to forecasting the daily electricity demand of
EV charging stations. In future research, we will examine the effect of features on more
granular-level forecasting. Moreover, long-term forecasting may help urban planners make
better decisions. Deep learning algorithms are often criticized for the high number of
parameters and training times. Research on minimizing the parameter and training times
will certainly improve the efficiency of the algorithm.
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