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The field of automated lung cancer diagnosis using Computed Tomography (CT) scans has 
been significantly advanced by the precise predictions offered by Convolutional Neural Network 
(CNN)-based classifiers. Critical areas of study include improving image quality, optimizing 
learning algorithms, and enhancing diagnostic accuracy. To facilitate a seamless transition 
from research laboratories to real-world applications, it is crucial to improve the technology’s 
usability—a factor often neglected in current state-of-the-art research. Yet, current state-of-the-

art research in this field frequently overlooks the need for expediting this process. This paper 
introduces Healthcare-As-A-Service (HAAS), an innovative concept inspired by Software-As-A-

Service (SAAS) within the cloud computing paradigm. As a comprehensive lung cancer diagnosis 
service system, HAAS has the potential to reduce lung cancer mortality rates by providing early 
diagnosis opportunities to everyone. We present HAASNet, a cloud-compatible CNN that boasts an 
accuracy rate of 96.07%. By integrating HAASNet predictions with physio-symptomatic data from 
the Internet of Medical Things (IoMT), the proposed HAAS model generates accurate and reliable 
lung cancer diagnosis reports. Leveraging IoMT and cloud technology, the proposed service is 
globally accessible via the Internet, transcending geographic boundaries. This groundbreaking 
lung cancer diagnosis service achieves average precision, recall, and F1-scores of 96.47%, 95.39%, 
and 94.81%, respectively.

1. Introduction

Early detection of lung cancer significantly reduces the risk of fatality [1], with Computer Tomography (CT) scans being the pre-

dominant imaging diagnosis technology for this purpose. Consequently, computer-aided automatic lung cancer classification from 
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CT scans has emerged as a vibrant and rapidly growing research area. Moreover, advancements in Convolutional Neural Networks 
(CNNs) [2] empower these models to identify cancerous nodules from CT scans with a proficiency comparable to expert radiologists 
[3]. The potential for reduced mortality rates, increasing demand within the medical sector, and technological maturity all con-

tribute to the surging interest in CNN-based lung cancer classifier development. However, there is a distinction between enhancing 
the performance of CNNs and harnessing their capabilities to build an automatic diagnosis system. Focusing on developing and 
fine-tuning technology without leveraging its potential limits its overall effectiveness [4]. It has been observed that the architec-

tural development and performance optimization of CNN-based classifiers have garnered more attention than their application in 
developing practical diagnosis systems [5]. This paper aims to bridge this research gap by introducing the Healthcare-As-A-Service 
(HAAS) model, which provides ubiquitous access to CNN-based lung cancer diagnosis systems. By harnessing the potential of cloud 
computing and the Internet of Medical Things (IoMT), the HAAS model offers a comprehensive solution for effectively deploying and 
utilizing CNN-based classifiers in diagnosing lung cancer.

Traditional lung cancer diagnosis involves visiting diagnostic centers, completing the CT scan, and getting the report from radiol-

ogists [6]. The physicians analyze the patient’s condition based on the radiologist’s report. That means the radiology report plays the 
most significant role. CNNs demonstrate the potential to automate this role and reduce dependency on radiologists. Physicians com-

bine radiology reports and symptomatic data to analyze the current status of lung cancer and prescribe treatments. IoMT potentially 
scans the symptomatic data of patients and makes them accessible over the internet. Combining CNN and IoMT eliminates the need 
to visit physicians and radiologists, saving time and money. However, such a system must be accessible from anywhere. The cloud 
computing Software-As-A-Service model is an appropriate solution to beat this challenge [7]. However, cloud application develop-

ment differs from traditional application development [8]. Cloud applications must be scalable with simple architecture to reduce 
resource consumption. The state-of-the-art sophisticated CNN architectures do not meet these criteria for their computational com-

plexities [9]. A simple CNN, named HAASNet, has been developed in this paper which is ideal for cloud applications. The ubiquitous 
access to lung cancer diagnosis through the HAAS model uses HAASNet to predict lung cancer from CT images. It is an alternative 
to an analysis by radiologists. The physio-symptomatic data further guide this prediction. It resembles face-to-face interaction with 
physicians. The internet-enabled access makes the HAAS available 24 × 7 regardless of geographical boundaries.

The HAASNet has been designed with careful mathematical analysis to ensure maximum performance with minimal computa-

tional cost. It has made the lung cancer diagnosis service through cloud computing possible. Moreover, the combination of the IoMT 
data includes additional dimensions in the innovative design of the proposed HAAS. The contributions of this research have been 
listed below:

• Designing and implementing HAASNet through mathematical interpretation, gaining 96.07% validation accuracy.

• Evidential learning optimization through exploratory analysis of four optimization algorithms.

• Ubiquitous lung cancer diagnosis service development using cloud service model incorporating symptomatic data obtained 
through IoMT.

• Performance evaluation through 15 evaluation metrics from three exclusive domains: IoMT, CNN, and Cloud Computing

• Conceptualization of HAAS architecture to reduce lung cancer mortality rate by improving accessibility

The remainder of this paper is structured into seven sections. Section two offers a comprehensive literature review of cutting-

edge lung cancer classification techniques employing CNNs. The proposed approach is detailed in section three, while section four 
provides the experimental results and an analysis of the method’s performance. The ethical implications of the proposed system have 
been discussed in section five. Section six emphasizes the present limitations and potential future developments related to this study. 
Lastly, the seventh section concludes the paper by synthesizing the findings.

2. Literature review

According to the review paper published by S. Huang et al. [3], M. M. Warrier et al. [5], and S. H. Hosseini et al. [10], cloud-

based high performing CNN-assistant lung cancer diagnosis service with ubiquitous access like the proposed Healthcare-As-A-Service 
model has not been attempted before. However, it has the potential to reduce lung cancer diagnosis expenditure significantly. Fur-

thermore, it makes healthcare services more accessible regardless of geographical barriers. Lung cancer diagnosis from a Computed 
Tomography (CT) scan using a Convolutional Neural Network (CNN) is a challenging and vibrant field of research [11]. It is the 
key technology behind computer-aided automatic lung cancer diagnosis [12]. Sophisticated network architecture development [13], 
applying advanced image processing algorithms for feature enhancement [14], and forming hybrid classifiers [15] are the major 
research topics in this field. [16]. Analyzing the effect of transfer learning and bettering the performances of the classifiers is also 
a deeply explored research topic of computer-aided automatic lung cancer diagnosis system [16]. However, Software-As-A-Service 
(SAAS)-based application development using CNN-based lung cancer classifier is an underexplored field of research. It is the pivot 
point of translating the remarkable research advancement in automatic lung cancer classification into ubiquitous diagnosis service 
to serve mankind by making healthcare service available to the mass population at a marginal cost.

C. Venkatesh et al. [17] introduces a hybrid lung cancer detection and classification approach using Region-based Convolutional 
Neural Networks (RCNNs) [18] and cuckoo search [19]. RCNN using two-channel CNN extracts disease size and geographic features. 
The core focus of this research is to improve classification accuracy. The methods developed by A. R. Bushara et al. [20] use the 
combination of Convolutional Neural Networks (CNN) and Capsule Neural Networks (CapsNet) to classify lung cancer CT images. 
2

This framework achieves 95% classification accuracy with a very complicated system architecture. H. Mkindu et al. [21] develop a 3D 
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Table 1

Literature review summary.

Authors Objective(s) Method/Algorithm Dataset Limitation Proposed Novelty

C. Venkatesh 
et al. [11]

Developing hybrid model for 
detecting and classifying 
lung cancer

RCNN and Cuckoo 
Search

CT Image Computational cost and 
service models are ignored

Considers the computational 
cost and develops a feasible 
service model

A. R. Bushara 
et al. [20]

Determining risk of cancer 
development

CNN and Capsule 
Neural Networks 
(CapsNet)

LIDC-IRDI Computational complexity for 
feasible solution development

Simple design with acceptable 
performance

H. Mkindu et 
al. [21]

Multilevel nodule candidate 
detection

CNN and Channel 
Attention 
Mechanisms

LUNA16 Evaluated using sensitivity 
and CPM

Performance evaluation form 
15 different parameters

D. Kawahara 
et al. [22]

Developing a prediction 
model for Radiation 
pneumonitis (RP) grade ≥ 2

CNN Non-Small-Cell 
Lung Cancer 
(NSCLC) 
Dataset

Dependent on Radiation 
pneumonitis (RP) and low 
poor performance

Effective on any lung cancer 
CT images

K. Barbouchi 
et al. [23]

Classify and detect lung 
cancer from CT images

Deep Learning Lung-PET-CT-

Dx

Assessment without feasible 
application analysis

Potential assessment and 
service model development

N. Maleki et 
al. [24]

Early diagnosis of lung 
cancer

CNN, ANN, GB, RF, 
and SVM

CT Image 
Dataset

Complicated analysis methods 
combining multiple 
algorithms

Simpler and more efficient, 
yet accurate approach

W. Liu et 
al. [25]

Developing PiaNet for lung 
cancer classification

CNN LIDC-IRDI Complex network architecture 
and evaluated on one criteria 
only

Lightweight and simple 
design with better 
performance on multiple 
criteria

C. Shankara 
et al. [26]

Lung cancer nodule 
classification

CNN LIDC-IRDI Poor performance on true 
negative prediction

Better performance in true 
negative prediction

E.A. Siddiqui 
et al. [27]

Enhancing the lung cancer 
classifier’s performance

Gabor Filters and 
Enhanced Deep 
Belief Network 
(E-DBN)

LIDC-IRDI 
&LUNA16

Complex approach dependent 
on multiple different 
algorithms

Straightforward approach 
applicable to practical 
solution development

U-shaped encoding and decoding deep convolutional neural network (CNN). This unique approach uses channel attention techniques 
to classify lung cancer nodules. The k-fold cross-validation at 𝑘 = 10 shows 98.65% sensitivity and a competition performance metric 
(CPM) of 0.911.

D. Kawahara et al. [22] proposes a Radiation Pneumonitis (RP) centered classification method using CNN. It classifies Non-Small-

Cell Lung Cancer (NSCLC) nodules with 75.7% accuracy. K. Barbouchi et al. [23] used deep learning to assess the ability of PET/CT 
scans to categorize and diagnose lung cancer. This approach automates lung cancer anatomical localization from PET/CT scans and 
classifies tumors with an average accuracy of 95.5%. N. Maleki et al. [24] combined CNN with Artificial Neural Network (ANN) 
for initial lung cancer classification from CT images. Later, they applied Gradient Boosting (GB), Random Forest (RF), and Support 
Vector Machine (SVM) on numerical features of the same image dataset as the second approach. Finally, they compared the results 
from both approaches. This combined methodology achieved 95% accuracy.

A unique CNN named PiaNet was introduced by W. Liu et al. [25]. It detects ground-glass opacity nodules, abbreviated as GGO 
in 3D computed tomography (CT) images. The PiaNet uses multi-scale processing and is trained through a bi-stage transfer learning 
method on the LIDC-IDRI dataset. It achieves a sensitivity of 93.6%. A simple CNN-based lung cancer classifier developed by C. 
Shankara et al. [26] achieves 92.96% accuracy with 97.45% sensitivity. However, it suffers in the performance of predicting true 
negatives correctly. This CNN trained on the LIDC-IDRI dataset demonstrates 86.08% specificity. E.A. Siddiqui et al. [27] conducted 
an experiment using Gabor filters with an enhanced Deep Belief Network (E-DBN) to improve the performance of computer-aided 
lung cancer classifiers. The method uses Support Vector Machines (SVM) with E-DBN to classify the lung cancer nodules.

2.1. Literature review summary

The literature review summary has been listed in Table 1. It suggests that the core research focus of the computer-aided automatic 
lung cancer diagnosis system using CNN is developing and improving the CNN architecture. Optimization and dataset processing 
are key research fields as well. However, improving the performance has been the significant research interest in innovating CNN 
architecture development and incorporating various dataset processing and feature enhancement algorithms. The feasibility of CNN’s 
architecture from a computational complexity perspective for widespread adoption in practical application is absent from the recent 
literature review [28]. In addition, several pieces of research analyzed the performance improvement on a few evaluation criteria, 
leaving the scope of questioning the performance from other contexts. The proposed methodology addresses the limitation of the 
current state-of-the-art literature review and presents a simple and lightweight CNN architecture. It has been developed to implement 
it on the cloud to offer a lung cancer diagnosis service. It combines the concept of IoMT to make the service accessible from anywhere. 
3

Furthermore, the proposed system has been evaluated from 15 different evaluation criteria.
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Table 2

Research gap identification and proposed innovation.

Research Gap Proposed Innovation

Advancement in CNN-based lung cancer classifier without focusing on the 
application domain

Development of HAAS: A full-fledged solution to lung cancer diagnosis 
application

CNN architectural complexity with nominal performance-computational cost 
trade-offs

Simpler and efficient CNN architecture with acceptable performance

Absence of symptomatic data in lung cancer diagnosis Application of IoMT-based symptomatic data along with CNN-based diagnosis

Evaluation on limited number of metrics Complete performance analysis using 15 evaluation metrics

2.2. Research gap analysis

The research gap has been analyzed from the context of cloud application usability of the lung cancer classifier from CT images. 
Lightweight and computationally inexpensive designs are two recommended criteria for SAAS application development [29]. Com-

plex network architecture depends on multiple intermediate algorithms designed to increase accuracy and is unsuitable for cloud 
applications because of excessive resource consumption [30]. The state-of-the-art approaches in the literature review show that the 
research direction is moving towards the sophistication of CNN architecture in corporations with various image enhancement and 
classification algorithms. The study by M. M. Warrier et al. [5], S. Huang et al. [3], and M. Sachdeva et al. [31] support the research 
direction inferred in this paper. This research direction leaves a research gap in developing CNN architectures suitable for efficient 
SAAS applications. The Table 2 lists the research gaps and proposed solutions to abridge the research gaps presented in this paper’s 
methodology section.

The proposed study has been designed based on the research gaps discovered in the state-of-the-art literature review in Table 2. 
It highlights four research gaps that guided the research methodology to fill these gaps. It has been observed research in this field 
mainly focuses on the development of a classifier instead of designing an applicable solution using them. This research gap has 
inspired the application model developed in this paper. Another research gap is the CNN architectural complexities. In pursuit of 
increasing the performance of CNNs, recent studies ignore the computational cost of CNNs, which makes it incompatible with a cloud 
environment. This shortcoming in the recent literature encourages the development of a computationally efficient CNN architecture. 
Physicians combine both CT image reports and physio-symptomatic data to diagnose lung cancer. However, recent research involves 
only CNN-based classification, focusing on CT images and ignoring symptomatic data. The proposed methodology combines both CT 
image features and physio-symptomatic data. The last research gap identified in our review is the limitation of evaluation metrics. 
This abridges this gap, 15 different evaluation metrics have been used in this paper.

3. Proposed methodology

The proposed methodology, illustrated in Fig. 1, combines IoMT, CNN, and Cloud Computing. It has been designed by carefully 
analyzing the research gaps listed in Table 2, which motivated the novelties proposed in Table 1. The methodology presented in this 
paper has been carried out by mathematical analysis guided by observational analysis of the performance of the implemented and 
motivated by the enthusiasm of abridging the research gaps of Table 2 by attaining the novelties mentioned in Table 1. Furthermore, 
the dataset used and data obtained from the experiments conducted in this paper have been analyzed through various statistical 
approaches mathematically interpreted in this section. The physio-symptomatic data of the patient in this research are obtained over 
the internet using IoMT. It allows physicians to analyze lung cancer symptoms without physical inspection. The lung cancer CT 
scans are classified using a carefully designed, simple, and computationally inexpensive CNN named HAASNet. The entire system 
is operated through the Healthcare-As-A-Service (HAAS) model, which ensures ubiquitous access to lung cancer diagnosis services 
from anywhere. The training, testing, and diagnosis are overlapping operations identified as Figs. 1(a), 1(b), and 1(d), respectively. 
Fig. 1(c) shows how IoMT data are secured, processed, and integrated with the diagnosis. It scans the physio-symptomatic data 
and CT images for further utilization by the HAAS model. The physicians get the diagnosis data on the Physician’s User Interface, 
illustrated in Fig. 1(f). The decision about the patient’s condition is made based on the prediction from HAASNet in combination 
with the IoMT data. Finally, the patients receive the diagnosis report and prescription on the Patient’s User Interface, illustrated in 
Fig. 1(e).

The study combines the Internet of Medical Things (IoMT), HAASNet architecture design and implementation, and HAAS Model 
architecture design. It is a unique study, to our best knowledge, the first of its kind, which combines IoMT, CNN, and Cloud computing 
to develop a full-fledged lung cancer diagnosis service that is accessible from anywhere in the world regardless of geographic 
boundaries.

3.1. Internet of medical things (IoMT) architecture

The Internet of Medical Things (IoMT) is a sub-branch of the Internet of Things (IoT) [32]. The proposed HAAS represents a 
universal healthcare service model designed for accessibility from any location. However, to avail oneself of this healthcare service 
via the Internet, access to an IoMT device is necessary [33]. From this observation, a study related to IoMT has been carried out. 
4

The IoMT architecture has been illustrated in Fig. 2. The proposed IoMT consists of four sensors and a healthcare application. The 



Heliyon 9 (2023) e21520N. Faruqui, M.A. Yousuf, F.A. Kateb et al.

Fig. 1. The detailed overview of the proposed methodology with different elements.

Fig. 2. IoMT sensors, application access, and communication model of HAAS Server.

application receives and processes the signals from the sensors. Along with sensor data, it has options to input data related to 
anorexia, anxiety, depression, pain, insomnia, constipation, and fatigue. The application processes these data before sending them to 
the HAAS server.

The sensor data come in different scales. Normalizing the data on the same scale is essential to train the classifier. Linear Scaling, 
defined in equation (1), and Z-Score normalization, defined in equation (2), have been studied in this research. Because of higher 
stability from experimental data, the Z-Score normalization has been applied for data normalization [34].

𝑥′ =
(𝑥− 𝑥𝑚𝑖𝑛)
𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛

(1)
5

𝑥′ = (𝑥− 𝜇)
𝜎

(2)
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Table 3

IoMT normalized data from the sensors.

Parameter Sensor S1 S2 S3 S4

Breathing Problem Pulse Oximeter 0.05-0.5 0.4-0.9 0.9-0.95 0.96-0.99

Heart Bit Rate Heart Bit Rate 0.10-0.60 0.15-0.71 0.90-0.95 0.94-0.99

Blood Pressure Sphygmomanometer 0.20-0.35 0.32-0.40 0.41-0.45 0.46-0.62

Weight Weight Scale 0.33-0.62 0.44-0.58 0.90-0.95 0.94-0.99

Table 4

The normalized data generated by the IoMT application.

Parameter S1 S2 S3 S4

Anorexia 0 0 0.4-65 0.4-0.8

Anxiety 0.32-0.5 0.45-0.65 0.9-0.95 0.94-0.99

Temperature 0.5-0.6 0.3-0.8 0.9-0.95 0.94-0.99

Depression 0.2-0.3 0.25-0.5 0.38-0.78 0.45-0.85

Pain 0.28-0.45 0.3-0.6 0.35-0.75 0.45-0.85

Insomnia 0.2-0.4 0.5-0.6 0.62-0.85 0.86-0.95

Constipation 0.15-0.2 0.2-0.28 0.3-0.46 0.5-0.68

Fatigues 0.18-0.4 0.23-0.45 0.62-0.77 0.8-0.9

The 𝑥′ in equation (1) and (2) refers to the normalized data. The 𝜇 and 𝜎 are mean and standard deviation, respectively. The 
mean and standard deviations are defined by equations (3) and (4), respectively.

𝜇 = 1
𝑁

𝑁∑
𝑖=1

𝑥𝑖 (3)

𝜎 =

√∑
(𝑥𝑖 − 𝜇)2

𝑁
(4)

3.1.1. Sensor data

The sensor data are received from Pulse Oximeter, Sphygmomanometer, Digital Weight Machine, and Optical Scanner. The mobile 
application does not process the data from the Optical Scanner because of computational resource constraints. The optical sensor 
scans the CT images. These images are sent directly to the HAAS server for malignancy classification. The normalized sensor data 
without the CT images are listed in Table 3.

3.1.2. Application data

The IoMT application combines self-assessment with app-based measurement. The body temperature and insomnia are measured 
using the iThermonitor and the CareClinic app, respectively. The anorexia, anxiety, chest pain, constipation, and fatigue are measured 
through self-assessment using sliders. The normalized values of these parameters are listed in Table 4.

3.1.3. Secured communication model

The IoMT device interfaces with the healthcare application via a WiFi network. This application processes the received data before 
forwarding it to the access point. Given the sensitive nature of healthcare-related data, our experiment employs a 4-way handshake 
using the Pre-Shared Key (PSK) scheme [35]. A Pairwise Master Key (PMK) is generated through 4096 iterations, resulting in a 
secure 256-bit key. The chosen hash function for this system is the Password-based Key Derivation Function 2 (PBKDF2), expressed 
in equation (5).

𝑃𝑆𝐾 = 𝑃𝐵𝐾𝐷𝐹2(𝐻𝑀𝐴𝐶 −𝑆𝐻𝐴1, 𝑃𝑊 ,𝑆𝑆𝐼𝐷,4096,256) (5)

Within equation (5), HMAC stands for Hash-based Message Authentication Code, which is responsible for generating the password 
hash. Here, 𝑃𝑊 denotes the Password. For this experiment, the resulting password hash is a 16-character alphanumeric string. A 
Password Salt (𝑃𝑆) is utilized to enhance security. Rather than a static 𝑃𝑆, it’s dynamically determined using the packet counter, 
which is then amalgamated with the Service Set Identifier (SSID).

3.1.4. IoMT to HAAS VM

The proposed IoMT device communicates with the Virtual Machine (VM) allocated for Healthcare As a Service. The Representa-

tional State Transfer (REST) API is a popular way of communicating with virtual machines on cloud servers. The REST API has been 
used in this experiment, which is illustrated in Fig. 3 because of the advantages it provides, including the ability to scale to handle a 
high volume of requests, the compatibility with a wide range of programming languages, the use of industry-standard HTTP methods 
and status codes, the lightweight design, the ease with which they can be cached to boost performance further, the advanced security 
6

authentication protocols, and the ability to facilitate communication between systems.
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Fig. 3. The REST API communication model for CSV and image data transmission of the proposed HAAS model.

The REST API, according to Fig. 3, passes the request of the HAAS application from the end users. The request passes a Comma 
Separated Value (CSV) file with a set of CT images for classification and reporting. The data is received, processed, and stored in the 
appropriate directory by Algorithm 1. It receives the files using the Secure File Transfer Protocol (SFTP).

Algorithm 1 HAAS Application Data Protection.

Require: FSTP Request, Virtual Machine Initialization

Ensure: HAAS App Request

1: Start

2: 𝐷𝑎𝑡𝑎 ← Decryption(SFTP Packets)

3: [𝐼𝑚𝑎𝑔𝑒, 𝐶𝑆𝑉 , 𝐼𝐷] ← 𝑟𝑒𝑎𝑑(𝐷𝑎𝑡𝑎)
4: if 𝐼𝐷 == 𝑇 𝑟𝑢𝑒 then

5: 𝐷𝑖𝑟𝑒𝑐𝑡𝑜𝑟𝑦(𝐼𝐷) ←𝑤𝑟𝑖𝑡𝑒(𝐼𝑚𝑎𝑔𝑒, 𝑃𝑎𝑡ℎ)
6: else if 𝐼𝐷! = 𝑇 𝑟𝑢𝑒 then

7: CreateDirectory(ID)

8: 𝐷𝑖𝑟𝑒𝑐𝑡𝑜𝑟𝑦(𝐼𝐷) ←𝑤𝑟𝑖𝑡𝑒(𝐼𝑚𝑎𝑔𝑒, 𝑃𝑎𝑡ℎ)
9: end if

10: 𝑇𝑚𝑦𝑠𝑞𝑙 ← 𝑆𝑄𝐿(𝐶𝑆𝑉 )
11: if 𝐼𝐷 == 𝑇 𝑟𝑢𝑒 then

12: 𝑇𝑚𝑦𝑠𝑞𝑙 ← 𝑆𝑄𝐿(𝐶𝑆𝑉 )
13: else if 𝐼𝐷! = 𝑇 𝑟𝑢𝑒 then

14: CreateUserTable(ID)

15: 𝑇𝑚𝑦𝑠𝑞𝑙 ← 𝑆𝑄𝐿(𝐶𝑆𝑉 )
16: end if

The Algorithm 1 distributes the user data received through REST API over the SFTP protocol on the HAAS VM in the appropriate 
directory and user table. It maintains a unique User Identity (UID) to store the user data in the appropriate directory.

3.2. Image dataset for HAASNet

The proposed Healthcare As A Service cloud architecture uses numeric and image data to classify lung cancer from CT images. 
The numeric data are the lung cancer symptomatic data. The CT images are the data produced by the Computed Tomography (CT) 
Scanner. The proposed HAAS model uses a Convolutional Neural Network (CNN) specially designed to optimize CT images with 
minimal cloud resources. However, the literature review demonstrates that the machine learning model cannot perform well if the 
datasets are rich enough [36]. That is why data processing is essential in any machine learning-based approach [37]. There are two 
types of data in the proposed experiment. They are numeric and image data. The data processing methodologies utilized in this 
research are presented in this section.

3.2.1. Dataset description

The HAASNet has been trained and tested on two popular CT image datasets. These are the LIDC-IRDI and LUNGx Challenge 
7

datasets. This subsection presents the descriptions of these two datasets.
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Table 5

Severity of malignancy on a scale from one to five.

Likelihood Severity

Extremely improbable for cancer 1

Unlikely to get cancer 2

Indeterminate probability 3

Moderately symptomatic of malignancy 4

Extremely predictive of malignancy 5

LIDC-IDRI dataset: The LIDC-IDRI is the most used dataset for computer-aided, automated categorization of lung cancer nodules 
from CT images. It includes 1018 occurrences. In collaboration, this dataset was created by seven academic institutions and eight 
medical imaging companies. So, it is a credible dataset for doing research. Four expert radiologists annotate in two phases (blinded 
and unblinded). During the blindfolded phase, each radiologist detects the nodules independently based on their millimeter measure-

ments. In the unblinded phase, radiologists evaluate the anonymized annotations of other radiologists in addition to their anonymized 
annotations. The severity of malignancy is rated on a scale from one to five, as shown in Table 5 [38–41].

The data associated with each picture in the LIDC-IDRI collection is saved as an XML file. Based on internal structure, subtlety, 
calcification, sphericity, margin, lobulation, spiculation, and texture, the radiologists assessed and measured the degree of malig-

nancy. Yet, the poll indicates that radiologists base their conclusions mostly on the nodule’s texture and size. The texture annotation 
grade is further subdivided into three categories. There are solid, semi-solid, and non-solid entities. Each image’s recording resolution 
is 64 by 64 pixels. Each pixel is 0.7 millimeters in size. Each successive scan has a distance of 1.4 millimeters. The real range of each 
slice’s Hounsfield Unit is between -1000 and 400. In this study, however, a standard content between 0 and 1 has been employed 
[42].

LUNGx challenge dataset: Using Philips Brilliance scanners, the LUNGx challenge data set has been compiled. The database contains 
22,489 CT scans in Digital Imaging and Communication in Medicine (DICOM) format. Each photograph is individually recognizable 
using a Unique Identification (UID). This collection stores anatomy-based sequencing using the DICOM tag (0020, 0013). A single 
transaxial series scan covering the whole thorax is utilized. Each scan’s slice thickness is 1 mm. This dataset was produced for the 
automated categorization of nodules as malignant or benign. There are ten calibration scans for which CSV files provide nodule 
location information. None of the remaining scans are labeled or calibrated. Five of these ten scans include cancer nodules, whereas 
the other five contain benign nodules. This dataset contains a distinct collection of testing scans. The testing scans’ nodule locations 
are supplied in a CSV file with the dataset. This testing scan has sixty scans. These scans contain 73 nodules. Thirteen of these 73 
images include two nodules. These 73 scans reveal 37 benign and 36 cancerous lesions [43].

3.2.2. Image data processing

Region of interest (ROI) segmentation: The size of the input layer is (50 × 50 × 1). The datasets used in this experiment come with the 
Cartesian coordinate of the lung cancer nodules. Instead of passing the entire image, this research applies the Region of Interest (ROI)-

based segmentation method where the ROI size is (50 × 50) pixels. The (𝑥0, 𝑦0) is the top-left corner, and (𝑥1, 𝑦1) is the bottom-right 
corner of the ROI, which is defined by equation (6).

𝐼𝑅𝑂𝐼 (𝑥, 𝑦) = 𝐼(𝑥+ 𝑥0, 𝑦+ 𝑦0) for 0 ≤ 𝑥 ≤ 49, 0 ≤ 𝑦 ≤ 49 (6)

Colorspace conversion: One of the design criteria of the proposed HAASNet is minimizing the computational complexities. That is 
why it has been designed to work with grayscale images only. Unlike an RGB image with three channels, a grayscale image has a 
single channel. The 𝐼𝑅𝑂𝐼 (𝑥, 𝑦) is prepared from equation (6) in RGB colorspace. The 𝐼𝑅𝑂𝐼 (𝑥, 𝑦) has been converted into 𝐼𝑅𝑂𝐼 (𝑥, 𝑦)
using equation (7) [44].

𝐼𝑔𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒(𝑥, 𝑦) = 0.2989 × 𝐼𝑅𝑂𝐼 (𝑥, 𝑦,𝑅) + 0.5870 × 𝐼𝑅𝑂𝐼 (𝑥, 𝑦,𝐺) + 0.1140 × 𝐼𝑅𝑂𝐼 (𝑥, 𝑦,𝐵) (7)

In equation (7), 𝐼𝑅𝑂𝐼 (𝑥, 𝑦, 𝑅), 𝐼𝑅𝑂𝐼 (𝑥, 𝑦, 𝐺), and 𝐼𝑅𝑂𝐼 (𝑥, 𝑦, 𝐵) denote the pixel intensities in the red, green, and blue channels of the 
input RGB image at coordinates (𝑥, 𝑦), and 𝐼𝑔𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒(𝑥, 𝑦) represents the pixel intensity in the converted grayscale image at coordinates 
(𝑥, 𝑦). The coefficients in the formula (0.2989, 0.5870, and 0.1140) are derived from the relative luminance contributions of the red, 
green, and blue channels based on the human perception of color in the RGB color space [45].

Image enhancement: Contrast-limited Adaptive Histogram Equalization (CLAHE) has been used in this research to enhance the image 
features [46]. The lung cancer CT images have multiple contrast variations in different areas. That is why applying a global histogram 
equalizer is not appropriate. The CLAHE approach divides the image into smaller and exclusive regions of size 𝑀 ×𝑁 pixels. Then, 
a histogram equalizer is calculated for each region, governed by mathematical expression (8).

𝑀−1∑ 𝑁−1∑
8

𝐻𝑖(𝑗) =
𝑘=0 𝑙=0

𝛿[𝐼(𝑥+ 𝑘, 𝑦+ 𝑙) − 𝑗] (8)
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Table 6

Number of cases, scans, nodules in the dataset.

Dataset Cases Scans Nodules Augmented Images

LIDC-IDRI 1018 5000 3875 6480

LUNGx Challenge 73 700 252 1280

Once the local histograms are calculated, the contrast limiting factors are applied to the histogram [47]. It suppresses the over-

amplification of noise. A threshold, 𝑇 , is used to clip the histogram. Any excess counts above 𝑇 are redistributed uniformly among 
the other bins. The process is expressed in equation (9).

𝐻
clipped
𝑖

(𝑗) = min(𝐻𝑖(𝑗), 𝑇 ) (9)

In the next phase, the Cumulative Distribution Function (CDF) for each clipped histogram is calculated using equation (10). Once 
the CDF values are obtained, the Bilinear Interpolation (BLI) combines the CDFs of the neighboring 𝑀 × 𝑁 blocks expressed by 
equation (11). Finally, the original pixel intensities are mapped to the new intensities using equation (12).

𝐶𝐷𝐹𝑖(𝑗) =
1

𝑀𝑁

𝑗∑
𝑘=0

𝐻
clipped
𝑖

(𝑘) (10)

𝐶𝐷𝐹final(𝑥, 𝑦) = BLI(𝐶𝐷𝐹𝑖,𝐶𝐷𝐹𝑗,𝐶𝐷𝐹𝑘,𝐶𝐷𝐹𝑙) (11)

𝐼 ′(𝑥, 𝑦) =𝐿 ×𝐶𝐷𝐹final(𝑥, 𝑦)[𝐼(𝑥, 𝑦)] (12)

In this image enhancement process, 𝐼(𝑥, 𝑦) represents the pixel intensity in the original image at coordinates (𝑥, 𝑦), 𝐼 ′(𝑥, 𝑦) denotes 
the pixel intensity in the enhanced image, 𝐻𝑖(𝑗) is the histogram, 𝐻clipped

𝑖
(𝑗) is the contrast-limited histogram, and 𝐶𝐷𝐹𝑖(𝑗) is the 

cumulative distribution function for the 𝑖-th tile. The 𝐶𝐷𝐹final(𝑥, 𝑦) is the final CDF obtained by bilinear interpolation. 𝐿 represents 
the maximum intensity value in the image and 𝛿[⋅] is the Kronecker delta function.

Image augmentation: The image augmentation technique has been used to increase the number of images in the dataset [48]. The size 
of the dataset has a direct effect on CNN’s performance. This experiment uses spatial rotation and flipping to generate the augmented 
images. The rotation angle 𝑅(𝜃) is calculated by equation (13). This angle of rotation is applied to the image using equation (14)

where (𝑥, 𝑦) is the original dimension and (𝑥′, 𝑦′) is the transformed image.

𝑅(𝜃) =
[
cos(𝜃) − sin(𝜃)
sin(𝜃) cos(𝜃)

]
(13)

[
𝑥′

𝑦′

]
=𝑅(𝜃)

[
𝑥

𝑦

]
(14)

The scaling factor to geometrically scale the images is defined by equation (15). In this equation, 𝑠𝑥 and 𝑠𝑦 are the scaling factors 
of 𝑥 and 𝑦 axes, respectively. These factors are applied to the image using equation (16).

𝑆(𝑠𝑥, 𝑠𝑦) =
[
𝑠𝑥 0
0 𝑠𝑦

]
(15)

[
𝑥′

𝑦′

]
= 𝑆(𝑠𝑥, 𝑠𝑦)

[
𝑥

𝑦

]
(16)

Both horizontal and vertical flipping have been applied in the research to generate augmented images. The vertical and horizontal 
flipping are defined by equation (17) and (18), respectively.

𝐻𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙𝑓 𝑙𝑖𝑝 ∶
[
𝑥′

𝑦′

]
=
[
−𝑥
𝑦

]
(17)

𝑉 𝑒𝑟𝑡𝑖𝑐𝑎𝑙𝑓 𝑙𝑖𝑝 ∶
[
𝑥′

𝑦′

]
=
[

𝑥

−𝑦

]
(18)

3.2.3. Dataset splitting

The LIDC-IDRI dataset contains 1018 cases (see Table 6). From these cases, 5000 images have been selected, which include 3875 
nodules. After performing image augmentation, the number of images becomes 6480. The LUNGx Challenge dataset contains 73 
cases. Five hundred scans have been selected from these cases, including 252 nodules. After augmentation, the number of images 
becomes 1280. The LUNGx challenge dataset has not been used for training. It has been used to cross-validate the performance of 
the proposed HAASNet trained on the LIDC-IDRI dataset. The augmented LIDC-IDRI dataset has been split into training, testing, 
and validation sets by maintaining a 70 ∶ 15 ∶ 15 ratio. At this ratio, there are 4536 training images, 972 testing images, and 972 
9

validation images.
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Table 7

Input parameter comparison among CNNs.

Network Width Height Channels Parameters

EfficientNet 224 224 3 150528

MobileNet 224 224 3 150528

DenseNet 224 224 3 150528

ResNet 224 224 3 150528

GoogLeNet 224 224 3 150528

VGG 224 224 3 150528

AlexNet 227 227 3 154587

Proposed 50 50 1 2500

3.3. Network design and learning algorithm

After that, the HAASNet was developed through mathematical analysis of the CNN background. Instead of trying different mod-

els common in most of the research, we architected the network architecture through mathematical interpretation. However, the 
optimization algorithm has been chosen based on their performance through experiment [49]. Analyzing the underlying mathe-

matical models of a CNN and modifying them is an effective way to enhance performance while reducing computational resource 
consumption [50]. One of the core contributions of this research is the simplicity of the network design and the reduction of the com-

putational cost. This subsection presents the mathematical interpretations of various layers and elements of the proposed HAASNet. 
It also presents the exploratory analysis of the learning algorithms.

3.3.1. HAASNet architecture

The literature review presented in section 2 shows many well-architected and optimized Convolutional Neural Networks (CNN). 
These networks classify the lung cancer nodule with acceptable accuracy. However, most CNNs are designed and optimized to 
improve classification performance, ignoring the architectural complexities and computation costs. As a result, they are not suitable 
for cloud-based healthcare service applications. The proposed HAASNet has been developed for the Healthcare-As-A-Service model 
as the lung cancer nodule classifier. The HAASNet architecture maintains simplicity, ensures lower computational cost, and exhibits 
acceptable classification performance.

Input layer: The input layer size of the proposed HAASNet is (50 × 50 × 1). Popular CNNs with good classification performance, 
including EfficientNet, MobileNet, DenseNet, ResNet, GoogLeNet, and VGG, use (224 × 224 × 3) input layer [51]. Another popular 
CNN, AlexNet, uses (227 ×227 ×3) input layer [52]. The number of input parameters for these networks is measured by equation (19)

where 𝑤, ℎ, and 𝑐 represent width, height, and number of channels, respectively.

𝑃 =𝑤 × ℎ × 𝑐 (19)

The number of input parameters of the popular CNNs has been calculated using (19) and listed in Table 7 for comparison. 
According to the data in Table 7 and mathematical comparison expressed by equation (20), the proposed HAASNet uses 60.44 fewer 
input parameters than comparing networks. It significantly reduces computational costs.

𝐶 =
1
𝑛

∑𝑛

𝑖=1𝑤𝑖 × ℎ𝑖 × 𝑐𝑖

2500
(20)

In equation (20), 𝑐 is a numeric value that represents the comparison, 𝑛 is the number of comparing networks, 𝑤𝑖, ℎ𝑖, and, 𝑐𝑖 are 
the width, height and several channels of the 𝑖𝑡ℎ network. Because of taking 60.44 times less input parameter, the proposed network 
works efficiently with a simpler architecture and consumes fewer computational resources. That is why the HAASNet is an ideal CNN 
for cloud applications.

Convolutional layers: The proposed HAASNet consists of multiple 2D convolutional layers (Conv2D). Three different sizes of filters 
of 32, 64, and 128 pixels have been used. However, we used the same 3 × 3 kernel size for every filter to minimize computational 
cost. We have an input of size 𝑤 × ℎ × 𝑐𝑖𝑛, where 𝑤 is the width, ℎ is the height, and 𝑐𝑖𝑛 is the number of input channels. We apply a 
convolutional layer with a kernel size of 𝑘 × 𝑘, and the layer has 𝐶𝑜𝑢𝑡 output channels (filters). The number of parameters (weights) 
in this layer is given by equation (21).

𝑛params = 𝑘 × 𝑘 ×𝑤 × ℎ × 𝑐in × 𝑐out (21)

When we use the same kernel size throughout the network, the number of parameters in each convolutional layer becomes more 
predictable and manageable. This can reduce the overall number of parameters in the network, reducing the computational cost 
during training and inference. In contrast, if we use different kernel sizes in different layers, we would need to consider the varying 
number of parameters in each layer, which can increase the complexity of the model and make it more difficult to optimize the 
10

overall architecture for reduced computational cost.
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Weight initialization: Weight initialization impacts CNN training and model convergence [53]. Poor weight initialization can cause 
vanishing gradients, which make learning difficult, stall convergence, and trap the model in a suboptimal local minimum [54]. 
Exploding gradients come from enormous initial weights, creating training instability, oscillation, or divergence and making optimal 
solution convergence difficult [55]. Poor weight initialization slows convergence, requiring more training epochs and processing 
resources. Symmetry breaking, when initializing weights with the same values, causes neurons to learn the same features and 
gradients and wastes the network’s capacity [56]. Appropriate weight initialization disrupts this symmetry, letting neurons learn 
diverse aspects. Finally, improper weight initialization can keep the model in local minima instead of the global minimum [57].

This research explores five weight initialization methods. These methods are Zero Initialization defined by equation (22), Random 
Initialization expressed in equation (23), Xavier/Glorot Initialization governed by equation (24), He Initialization defined by equation 
(25), and LeCun Initialization expressed by equation (26) [58].

𝑊𝑖𝑗 = 0 (22)

𝑊𝑖𝑗 =𝑈 (−𝑎, 𝑎) (23)

𝑊𝑖𝑗 =𝑈

(
−

√
6

𝑛𝑖𝑛 + 𝑛𝑜𝑢𝑡
,

√
6

𝑛𝑖𝑛 + 𝑛𝑜𝑢𝑡

)
(24)

𝑊𝑖𝑗 =𝑈

(
−

√
6
𝑛𝑖𝑛

,

√
6
𝑛𝑖𝑛

)
(25)

𝑊𝑖𝑗 =𝑈

(
−

√
3
𝑛𝑖𝑛

,

√
3
𝑛𝑖𝑛

)
(26)

Here, 𝑊𝑖𝑗 represents the weight between neurons 𝑖 and 𝑗, 𝑈 (𝑎, 𝑏) represents the uniform distribution between 𝑎 and 𝑏, 𝑛𝑖𝑛
represents the number of input units, and 𝑛𝑜𝑢𝑡 represents the number of output units.

Activation function: The proposed HAASNet uses the Rectified Linear Unit (ReLU) as the activation function of the hidden nodes. It 
is a non-linear activation function defined by equation (27) [59].

𝐲𝑖 = ReLU
(
BN

(
Conv𝑘×𝑘

(
𝐱𝑖−1,𝑊𝑖

)))
(27)

This equation (27) represents a common operation in a convolutional neural network (CNN) layer. The output feature map at 
the 𝑖-th layer is denoted by 𝐲𝑖. The Rectified Linear Unit (ReLU) activation function is represented by ReLU(⋅) and is defined as 
ReLU(𝑥) = max(0, 𝑥), introducing non-linearity into the network. Batch Normalization (BN) is denoted by BN(⋅), a technique used to 
normalize the input feature map before applying the activation function, helping to improve the training process and generalization 
of the model. The 2D convolution operation with a kernel size of 𝑘 × 𝑘 is represented by Conv𝑘 × 𝑘(⋅), responsible for learning spatial 
features from the input data. The input feature map at the (𝑖 −1)-th layer is represented by 𝐱𝑖− 1, and the weight matrix (convolution 
kernel) for the 𝑖-th layer is denoted by 𝑊𝑖.

Pooling layers: The proposed HAASNet architecture uses Max Pooling after each group of convolutional layers. A 2 × 2 size window 
has been used to perform the max pooling identified as MaxPooling2D, mathematically defined by equation (28).

𝐲𝑝 = MaxPool2×2
(
𝐱𝑝
)

(28)

In equation (28), the 𝐲𝑝 is the output of the pooling layer, 𝐱𝑝 is the input to the pooling layer, and MaxPool is the max-pooling 
operation.

Dropout layers: The initial design of the proposed HAASNet suffers from the overfitting problem, in which the linear distance 
between training and validation error had been discovered. It has been discussed in detail in section 4. To prevent the network from 
overfitting, dropout layers were developed using equation (29).

𝐲𝑑 = Dropout𝑟
(
𝐱𝑑

)
(29)

In equation (29), the 𝐲𝑑 is the output of the dropout layer, 𝐱𝑑 is the input to the dropout layer, and 𝑟 is the dropout rate. The 
dropout rate in each layer has been increased by 0.1, demonstrating effective prevention of the overfitting problem.

Dense layers: The signals from the max-pooling layer are further processed through two dense layers with 128 neurons. These 
neurons use the ReLU as their activation functions. The process is governed by equation (30).

𝐲𝑗 = ReLU
(
BN

(
Dense

(
𝐱𝑗−1,𝑊𝑗

)))
(30)

In equation (30), the 𝐲𝑗 is the output of the 𝑗-th dense layer, 𝐱𝑗−1 is the input to the 𝑗-th layer, 𝑊𝑗 are the weights of the 𝑗-th 
11

layer, Dense is the fully connected layer operation, and BN is batch normalization.
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3.3.2. Learning algorithm

The learning method substantially affects the performance of a Convolutional Neural Network (CNN), affecting factors such 
as convergence rate, model generalization, stability, noise tolerance, computational efficiency, and hyperparameter tuning [60]. 
The problem statement, dataset size, computational resources, and desired performance indicators must all be considered when 
selecting an appropriate learning algorithm. Optimal learning techniques can result in faster convergence, enhanced generalization, 
and enhanced performance overall. The HAASNet experiment analyzes the effect of four learning algorithms. They are Nesterov 
Accelerated Gradient (NAG) [61], Adaptive Gradient (AdaGrad) [62], Root Mean Square Propagation (RMSProp) [63], and Adaptive 
Moment Estimation (ADAM) algorithm [64].

Nesterov accelerated gradient (NAG): The proposed HAASNet has experimented with the NAG learning algorithm to improve the 
standard momentum by calculating the gradient at a look-ahead point. The lookahead point is calculated using equation (31). After 
getting the lookahead points, the gradient of the cost function concerning the lookahead weights has been measured using equation 
(32). The velocity vector is updated using the lookahead gradient and the momentum term defined as equation (33). Finally, the 
weights are updated using the updated velocity vector expressed in equation (34)

𝑤lookahead
𝑖

=𝑤𝑡
𝑖
− 𝛾𝑣𝑡

𝑖
(31)

∇
𝑤lookahead

𝑖

𝐽 (𝑤lookahead) (32)

𝑣𝑡+1
𝑖

= 𝛾𝑣𝑡
𝑖
+ 𝜂∇

𝑤lookahead
𝑖

𝐽 (𝑤lookahead) (33)

𝑤𝑡+1
𝑖

=𝑤𝑡
𝑖
− 𝑣𝑡+1

𝑖
(34)

Adaptive gradient (AdaGrad): The AdaGrad learning algorithm has been applied in the proposed HAASNet to explore the learning 
performance. It adjusts the learning rate for each weight based on the previous states’ data. The accumulation of the sum of the 
squared gradient of each weight is measured using (35). Based on this sum, the weights are updated using the adaptive learning rate, 
which is expressed by equation (36).

𝐺𝑡+1
𝑖

=𝐺𝑡
𝑖
+ (∇𝑤𝑖

𝐽 (𝑤))2 (35)

𝑤𝑡+1
𝑖

=𝑤𝑡
𝑖
− 𝜂√

𝐺𝑡+1
𝑖

+ 𝜖

∇𝑤𝑖
𝐽 (𝑤) (36)

Here in equations (35) and (36), 𝑤𝑡
𝑖
is the weight, 𝐺𝑡

𝑖
represents the sum of squared gradients, ∇𝑤𝑖

𝐽 (𝑤) is the gradient of the cost, 
𝜂 is the global learning rate, 𝜖 is a small constant to prevent division by zero, and 𝑤𝑡+1

𝑖
is the updated weight of the 𝑖-th parameter 

at time step 𝑡 + 1.

Root mean square propagation (RMSProp): The proposed HAASNet has been studied with the effect of the RMSProp learning algo-

rithm. It uses an exponential moving average for squared gradients calculated using the equation (37). The weights are updated 
using the adaptive learning rate, which is governed by equation (38)

𝐸[𝑔2]𝑡+1
𝑖

= 𝜌𝐸[𝑔2]𝑡
𝑖
+ (1 − 𝜌)(∇𝑤𝑖

𝐽 (𝑤))2 (37)

𝑤𝑡+1
𝑖

=𝑤𝑡
𝑖
− 𝜂√

𝐸[𝑔2]𝑡+1
𝑖

+ 𝜖

∇𝑤𝑖
𝐽 (𝑤) (38)

Here in equations (37) and (38), 𝑤𝑡
𝑖

is the weight, 𝐸[𝑔2]𝑡
𝑖

is the exponential moving average, ∇𝑤𝑖
𝐽 (𝑤) is the gradient of the cost 

function, 𝜂 is the global learning rate 𝜖 is a small constant to prevent division by zero, 𝜌 is the decay rate which is a hyperparameter 
between 0 and 1 that controls the weight of the exponential moving average, and 𝑤𝑡+1

𝑖
is the updated weight of the 𝑖-th parameter 

at time step 𝑡 + 1.

Adaptive moment estimation (ADAM): Adaptive Moment Estimation (ADAM) is the fourth and last algorithm that this experiment 
explores to identify the effect on the performance of the proposed HAASNet. The ADAM combines the concept of momentum and 
adaptive learning rates. In this approach, the first and second moments, called the mean and uncentered variance, are calculated 
using equations (39) and (40), respectively.

𝑚𝑡+1
𝑖

= 𝛽1𝑚
𝑡
𝑖
+ (1 − 𝛽1)∇𝑤𝑖

𝐽 (𝑤) (39)

𝑚𝑡+1
𝑖

= 𝛽1𝑚
𝑡
𝑖
+ (1 − 𝛽1)∇𝑤𝑖

𝐽 (𝑤) (40)

Correcting the biases in the first and second moments is essential to get the optimal result from the ADAM optimizer. It has been 
done using equations (41) and (42).

𝑡+1 𝑚𝑡+1
𝑖

12

𝑚̂
𝑖

=
1 − 𝛽𝑡+1

1

(41)
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𝑣̂𝑡+1
𝑖

=
𝑣𝑡+1
𝑖

1 − 𝛽𝑡+1
2

(42)

Finally, the weights are updated using equation (43) using the adaptive learning rate and bias-corrected moments. The equation 
(43) combines both adaptive and momentum-based approaches.

𝑤𝑡+1
𝑖

=𝑤𝑡
𝑖
− 𝜂√

𝑣̂𝑡+1
𝑖

+ 𝜖

𝑚̂𝑡+1
𝑖

(43)

In the ADAM learning algorithm development, defined by equations (39), (40), (41), (42), and (43), 𝑤𝑡
𝑖

represents the weight, 
∇𝑤𝑖

𝐽 (𝑤) is the gradient of the cost function, 𝑚𝑡
𝑖

is the first moment, 𝑣𝑡
𝑖

is the second moment, 𝛽1 and 𝛽2 are the exponential decay 
rates, 𝜂 is the global learning rate, 𝜖 is a small constant, 𝑚̂𝑖𝑡+1 and 𝑣̂𝑖𝑡+1 are the bias-corrected first and second moments, respectively.

3.4. HAAS model architecture

Designing an architectural model to make the proposed HAAS cloud server compatible is an essential phase of this research. The 
HAAS model architecture has been developed using the cloud computing service model. HAAS is the abbreviation for Healthcare-

As-A-Service inspired by three fundamental cloud service models. The concept of the HAAS model is borrowed from Software-As-A-

Service architecture. However, it has been remodeled, and novelty has been introduced to make it compatible with the requirements 
we established at the beginning of the research through literature review. The proposed Healthcare-As-A-Service (HAAS) model 
architecture, illustrated in Fig. 4, is divided into three layers. The top layer is the presentation layer. This layer generates a User 
Interface (UI) for administrative and general users. The general users are the patients and the physicians. This layer depends on the 
application layer to function.

The application layer is hosted in a Virtual Machine (VM) that houses the HAASNet, Image Processing Application (IPA), and 
IoMT Data Application (IDA). These three applications, along with the configuration server, are grouped. The Servlet Loader (SVL) 
initiates these applications when the VM is initiated according to the configuration specified by the administrator. The Workflow 
Controller (WCR) maintains the communication among HAASNet, IPA, IDA, UIs, and HAAS Database Management System (HDMS). 
A UI Generator (UIG) module generates separate UI for the patients and physicians. The responses from the users are controlled using 
the Access Controller (ACR). The ACR directly communicates with the HDMS.

The HDMS is responsible for inserting, retrieving, and updating data in the HAAS database. A virtual database server manages this 
database. The HAAS database consists of three types of databases. They are the log database, metadata database, and app database. 
The log data keeps track of every instance on the HAAS server. The Metadata database contains all descriptions related to the HAAS 
database. The data relating to the process, user interface, the structure of the schemas, and business logic are part of the metadata 
database. Different types of metadata tables communicate with each other using Meta Controller (MTC). It has been observed that 
the data retrieval delay impacts the overall service quality of the proposed system. This weakness has been overcome using Workflow 
Chache (WFC) and Application Cache (APC) memories.

The proposed methodology depends on mathematical interpretation-based decision-making strategies while designing the net-

work, training it, and processing the dataset. Furthermore, the classification process is guided by physio-symptomatic data from 
the IoMT devices. In addition, the HAAS system architecture has been developed according to the cloud server-compatible design. 
Combining everything, the proposed system exhibits good performance.

4. Experimental results and evaluation

The rigorous performance analysis through experimental results analysis and evaluation from different contexts is one of the 
strengths of this paper. The performance evaluation criteria have been discussed in the first subsection of this section. After that, the 
performance analysis results of IoMT, Cloud Computing, and HAASNet are presented.

4.1. Performance evaluation criteria

The proposed Healthcare As A Service (HAAS) model combines IoMT, Cloud Computing, and CNN. That is why it requires per-

formance evaluation from three different perspectives. And the evaluation criteria in each perspective are different. This subsection 
discusses the performance evaluation criteria used in this experiment for IoMT, Cloud Computing, and Deep Learning. These criteria 
are listed in Table 8.

IoMT and Cloud Computing evaluation metrics are obtained from the system log. The CNN performance evaluation metrics are 
calculated using True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) values from the confusion 
matrix. The accuracy, precision, recall (sensitivity), and F1 Score are defined by equations (44), (45), (46), and (47), respectively.

Accuracy = TP+ TN

TP+ TN+ FP+ FN
(44)

Precision = TP

TP+ FP
(45)
13

Recall = TP

TP+ FN
(46)
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Fig. 4. The overview of the HAAS architecture with essential components.

Table 8

Performance evaluation criteria of the proposed HAAS.

IoMT Cloud Computing CNN

Sensor data processing delay Server response time Accuracy

Application data processing delay Server throughput Precision

Optical data processing delay Scalability of the service Recall

Transmission delay Resource utilization F1 Score

Server response delay Server latency ROC Curve

F1 Score = 2 × (Precision × Recall)
Precision+Recall

(47)

4.2. IoMT performance analysis

The proposed diagnosis system depends on the IoMT data to provide service to the users. The IoMT communicates with the 
HAAS model and transmits sensor, application, and optical data. The experimenting system uses this data to diagnose the current 
status of lung cancer. This section presents the performance analysis of the experimenting IoMT system by examining encryption 
and processing delays for different types of data, including sensor, application, and optical data, along with transmission and server 
response time. The statistical data of the performance analysis are listed in Table 9.

The analysis has been done by observing encryption and processing delays for sensor, application, and optical data across ten 
instances. The data also includes each instance’s transmission and server response times. The optical data have the highest encryption 
and processing delays, ranging from 18 to 35 seconds, followed by sensor data (1 to 4 seconds) and application data (2 to 5 seconds). 
Transmission times varied across instances, with the shortest being 2 seconds and the longest being 3.75 seconds. The server response 
times ranged from 4.25 to 7.04 seconds. The performance of the proposed IoMT for different parameters listed in Table 9 has been 
illustrated in Fig. 5.

The analysis, illustrated in Fig. 5, reveals that optical data requires the most processing time, possibly due to the large size 
and complexity. On the other hand, sensor and application data have lower encryption and processing delays, likely because they 
consist of smaller data packets. The variability in transmission times could be attributed to network congestion or fluctuations 
in the bandwidth available for data transmission. Server response times are crucial for providing timely feedback to healthcare 
14

professionals, and the observed range indicates that there could be room for improvement in optimizing server processing times.
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Table 9

IoMT Performance Analysis.

Encryption & Processing Delay Delay in Seconds

Instance Sensor App Optical Transmission Server

1 4 2 25 2.42 6.89

2 2 3 20 2.00 6.75

3 4 5 28 2.25 6.50

4 3 3 21 3.33 5.21

5 3 5 28 3.00 4.25

6 2 5 18 3.00 4.25

7 3 4 29 3.00 6.89

8 3 3 24 2.92 6.75

9 1 3 28 3.75 7.04

10 3 3 35 2.92 6.82

Fig. 5. IoMT performance analysis and comparison for different parameters.

Table 10

Cloud Performance Analysis.

Instance Response Time Throughput Latency

1 17 4 22

2 24 3 27

3 19 3 22

4 25 2 30

5 17 4 21

6 18 3 23

7 24 3 28

8 18 3 23

9 21 3 24

10 16 4 20

4.3. Cloud computing performance analysis

The proposed HAAS is a subset of the cloud Software-As-A-Service (SAAS) model architecture. That is why the performance of the 
cloud section has been analyzed using the common and relevant SAAS evaluation metrics, which are listed in Table 8. The numerical 
evidence of the performance has been listed in Table 10. The standard deviations of response time, throughput, and latency are 3.31 
seconds, 3.2 requests per unit time, and 3.16 seconds, respectively. Therefore, the performance of the experimenting cloud model is 
consistent for the experimental instances.

Response time, throughput & latency The Response Time, Throughput, and Latency metrics illustrated in Fig. 6 provide insights 
into the proposed system’s efficiency. Instances 2, 4, and 7 have longer response times, while instances 1, 5, and 10 have the 
shortest response times and the highest throughput. The latency values show that instances 4 and 7 take the longest time to transmit 
data, whereas instance 10 has the lowest latency. Overall, the performance visualization demonstrates the cloud computing model’s 
15

effectiveness and consistency.
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Fig. 6. The performance visualization of the proposed cloud model in terms of throughput, response time, and latency.

Fig. 7. Scalability analysis of the proposed system to discover scalable, tolerable, and unscalable zone.

Fig. 8. CPU usage, storage demand, and performance for 12 instances.

Scalability analysis: Scalability is a crucial factor in assessing the performance of a cloud computing model. While Table 10 does not 
feature this metric due to varied measurement methods, the Average Response Time (ART) of the suggested HAAS model stands at 
19.9 seconds. This ART serves as the benchmark for performance assessment in terms of scalability. The scalability analysis depicted 
in Fig. 7 demonstrates that the proposed system can efficiently handle up to five concurrent requests. It can still manage up to eight 
requests with acceptable performance degradation, but response times spike significantly when there are more than eight concurrent 
requests. Thus, the system is optimized for an average of five simultaneous requests.

Resource utilization: Scalability is intrinsically linked to the utilization of cloud resources. As the number of instances in the proposed 
HAAS model rises, there is a concurrent uptick in resource consumption. System performance tends to falter when resource utilization 
approaches its limit. Experimental data showcasing the relationship between CPU usage, storage demand, and performance across 
12 instances can be seen in Fig. 8. With an increment in instances from 1 to 12, CPU usage witnesses a steep ascent from 7% to a full 
100%. This surge in CPU utilization is inversely proportional to system performance, which commences at 90 for a single instance 
and plummets to 0.5 for 12 instances. Concurrently, storage consumption also rises, initiating at 28 MB for one instance and surging 
to 336 MB for twelve. This diminishing performance as the number of instances climbs is attributed to the escalating demand on 
CPU and storage - culminating in heightened competition among instances and an overloaded system. The inference drawn from this 
16

analysis is that as instances multiply, the system inches closer to saturation, impeding performance.
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Fig. 9. Memory consumption and bandwidth requirement.

Fig. 10. The learning progress during the training phase with number of iterations and accuracy.

Fig. 9 shows the relationship between the number of instances, memory usage in gigabytes (GB), bandwidth consumption in 
megabits per second (Mbps), and memory consumption as a percentage. As the number of instances rises from 1 to 12, we can 
observe a noticeable increase in memory usage, going from 0.80 GB to 15.70 GB. This increase in memory usage is accompanied by 
considerable growth in memory consumption percentage, starting at 5.01% for one instance and reaching 98.10% for 12 instances. 
Bandwidth consumption also demonstrates an upward trend, with 1.01 Mbps for a single instance and 15.97 Mbps for 12 instances. 
The data indicates that the system’s memory and bandwidth consumption increase as more instances are added, resulting in a higher 
memory consumption percentage. This higher memory consumption percentage suggests that the system’s resources are being heavily 
utilized, potentially leading to performance issues if it approaches its maximum capacity.

4.4. HAASNet performance analysis

The HAASNet plays the most significant role in the proposed Healthcare-As-Service (HAAS) model. The overall performance of 
the diagnosis system depends on the accurate prediction from the HAASNet. That is why its performance has been evaluated from 
different contexts. This subsection presents the performance analysis of the proposed HAASNet.

4.4.1. Overall performance

The proposed HAASNet has been trained with the LIDC-IDRI dataset. Instead of training the network with all 4536 training 
images, the mini-batch method with a batch size of 227 has been used in this experiment. Every batch is randomly shuffled before 
training. With the mini-batch size 227, the network gains a validation accuracy of 96.01% after 57 epochs. The learning progress has 
been illustrated in Fig. 10.

Fig. 10 demonstrates a rapid increase in training accuracy till 10𝑡ℎ iterations. During this iteration, the training loss falls rapidly 
as well. After 10𝑡ℎ iteration, the network learns smoothly till 45𝑡ℎ epochs. After that, the learning curve flattens, indicating that the 
network’s accuracy is no longer increasing. However, this experiment continues till 57𝑡ℎ epochs. After that, it is terminated. The 
training and validation accuracy curves don’t show any significant difference throughout the learning progress. A similar statement 
is valid for training and validation loss curves. It indicates that the network is not overfitting. The experimenting HAASNet takes 127 
minutes and 18 seconds to complete 57𝑡ℎ epochs by reaching 96.01% validation accuracy.

Confusion matrix analysis: After training, the HAASNet was tested with the testing dataset. There are 972 images in the training 
dataset. Five hundred images from these 972 images have been randomly selected for testing purposes. The performance on the 
17

testing dataset has been evaluated using the confusion matrix illustrated in Fig. 11.
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Fig. 11. Confusion Matrix Analysis on Test Dataset.

Table 11

Confusion matrix analysis on the testing dataset.

Class Precision Recall F1 Score

Benign 96.66 92.3 93.98

Malignant 92.83 96.9 94.8

Table 12

k-fold cross validation on LUNGx Challenge dataset.

k Accuracy Precision Recall F1 Score

1 95.92 96.65 93.79 94.2

2 96.05 96.14 96.8 94.78

3 96.17 95.99 95.71 95.74

4 95.85 96.78 94.97 94.67

5 96.36 96.8 95.66 94.65

Average 96.07 96.47 95.39 94.81

In the confusion matrix of Fig. 11, true positive, true negative, false positive, and false negative are 227, 246, 19, and 8, re-

spectively. The overall accuracy of the proposed HAASNet on the testing dataset is 94.60% according to equation (44). Table 11

summarizes the performance of the testing dataset.

K-fold cross validation: The accuracy of the testing dataset is 94.60%, which is impressive. However, without further validation, 
the generalizability of the proposed methodology is not properly justified. That is why the performance of the HAASNet has been 
further evaluated through extensive experiments. The performance of the proposed HAASNet was cross-validated using the LUNGx 
challenge dataset. This dataset comprises 252 original images and 1,028 augmented ones. From this combined set of images, 300 
were randomly chosen to assess the performance of HAASNet through 𝑘-fold cross-validation with 𝑘 = 5. The results can be found in 
Table 12.

The HAASNet model demonstrates consistent and high performance across all five folds in Fig. 12. The average accuracy is 
96.07%, indicating that the model can correctly classify lung cancer cases in most instances. Precision, which measures the proportion 
of true positive cases among all predicted positive cases, averages 96.47%, suggesting that the model is highly reliable in identifying 
lung cancer cases. The average recall, or sensitivity, is 95.39%, reflecting the model’s ability to detect true positive cases among 
all actual positive cases. Lastly, the F1 Score, which is the harmonic mean of precision and recall, averages 94.81%, indicating a 
well-balanced performance between precision and recall.

ROC curve analysis: The performance of the proposed HAASNet has been further analyzed using the Area Under the Receiver 
Operating Characteristic (ROC) Curve (AUC-ROC) [65], which is illustrated in Fig. 13. It represents the ability of the proposed 
HAASNet to discriminate malignant and benign classes. Fig. 13 shows the AUC-ROC for each 𝑘 of k-fold cross-validation. The curves 
of each 𝑘 overlap each other. As a result, variations in the average area are insignificant. It indicates the consistent and acceptable 
performance of the HAASNet in classifying lung cancer nodules in malignant and benign classes. The average AUC is 0.958. That 
means the proposed HAASNet classifies with 95.82% sensitivity.

Performance comparison The performance of the proposed HAASNet has been compared with other similar approaches, which have 
18

been listed in Table 13. S. K. Lakshmanaprabu et al. employed the Optimal Deep Neural Network (ODNN) [66] and achieved an 
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Fig. 12. Performance visualization on k-fold cross validation at 𝑘 = 5.

Fig. 13. Performance visualization on k-fold cross validation at 𝑘 = 5.

Table 13

Performance comparison with other similar approaches.

Author Method Accuracy

S. K. Lakshmanaprabu et al. [66] Optimal Deep Neural Network (ODNN) 94.56%

C. Liu et al. [67] YOLOv3 95.40%

T. L. Chaunzwa et al. [68] VGG-16 68.60%

Y Onozato et al. [69] Multiple Models 80.40%

T. I. A. Mohamed et al. [70] EOSA Metaheuristic Algorithm 93.21%

Proposed HAASNet 96.47%

accuracy of 94.56%. Meanwhile, C. Liu et al. used the YOLOv3 technique [67], which slightly outperformed the former with an 
accuracy of 95.40%. On the other hand, T. L. Chaunzwa et al. utilized the VGG-16 approach [68], resulting in a considerably lower 
accuracy of 68.60%. Y. Onozato et al. integrated multiple models in their research [69], achieving an accuracy rate of 80.40%. T. 
I. A. Mohamed et al. applied the EOSA Metaheuristic Algorithm [70] and managed an impressive 93.21% accuracy. Notably, our 
proposed method, HAASNet, surpassed all the aforementioned techniques, recording the highest accuracy of 96.47%.

4.4.2. Network depth VS. performance

Optimization is an essential phase of developing practical solutions [71]. It helps get optimal operational strategies and discover 
the best-performing configurations [72]. The proposed HAASNet is a Convolutional Neural Network (CNN) with ten convolutional 
layers, two dense layers, and a final classification layer. Therefore, the network is a 13-layer-deep CNN. This optimized network 
depth minimizes the training and validation error, assuring consistent and reliable performance. Fig. 14 illustrates the training and 
19

validation error concerning the network layer depth. The training error keeps reducing when the network depth increases. However, 
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Fig. 14. Network depth optimization for better performance.

after 13𝑡ℎ layer, the validation error starts growing. The linear distance between training and validation error curves is lowest at 13𝑡ℎ
layer, and after that, it starts increasing. That means the network overfits if it is more than 13 layers deep. Reducing the depth below 
the 13-layer would cause an underfitting effect. From the learning curve analysis presented in Fig. 14, it is evident that the network 
architecture of the proposed HAASNet is optimized for consistent and reliable performance.

5. Ethical implication

The proposed HAASNet has been developed and implemented to provide global accessibility to lung cancer diagnosis regardless 
of geographical boundaries. The underdeveloped parts of the world where proper diagnostic services are rare have been considered 
the primary beneficiaries of this system. However, it leads to some ethical implications discussed in this section.

5.1. Healthcare disparities

Even though the HAASNet has been developed to enable ubiquitous access to lung cancer diagnosis services, there are some 
barriers to accessing this service, which causes healthcare disparities. The IoMT proposed in this system requires marginal knowledge 
of operating IoMT devices. It also requires the knowledge of basic computing. That means even if it sheds light on eradicating the 
geographical boundaries for lung cancer diagnosis. It introduces new technical boundaries.

5.2. Resource allocation

The Healthcare-As-A-Service (HAAS) is accessed through IoMT, which requires electricity, internet connectivity, and IoMT de-

vices. The unavailability of any of these resources will cause a service interruption. This paper has not explored the direction to 
distribute the IoMT devices unbiasedly. Without proper governance and fair distribution of resources, the HAAS model’s potential 
cannot be fully unitized. However, fair resource allocation depends on the ethical status of the concerned authority. It is beyond the 
scope of the HAAS model.

The HAAS potentially reduces the lung cancer diagnosis cost and increases its availability to the mass population. However, it 
creates a digital discrimination. Even if the service is available, people may fail to use it because they lack digital service literacy. As 
a result, it may deprive a part of the target population of availing the service.

6. Limitations and future scope

The proposed HAAS is a subset of the SAAS cloud service architecture. It is a unique combination of CNN, IoMT, and Cloud 
Computing. This innovative approach demonstrates the potential of lowering the mortality rate of lung cancer by facilitating early 
diagnosis opportunities. It reduces the costs associated with the diagnosis and removes the geographical barrier to accessing lung 
cancer diagnosis services. However, it naturally inherits the limitations of SAAS [73], CNN [74], and IoMT [75]. Besides, there 
are some additional weaknesses yet to be addressed in this research. This section highlights the limitations and weaknesses of the 
proposed Healthcare-As-A-Service model. There are scopes of conducting more research to overcome the limitations and strengthen 
the weaknesses. That is why these shortcomings are considered the future scope of this research.

No usability and user experience assessment: The proposed Healthcare-As-A-Service (HAAS) model is still in the laboratory in the 
research and development phase. No graphical user interface has been developed yet. A command line-based interface has been 
developed to experiment with the model and collect data to analyze its performance. As a result, the usability and user experience 
assessment have not been included in this paper. However, the initiative to develop the GUI and launch the HAAS model as a 
full-fledged service has been taken. The usability and user experience-related analysis will be published in the subsequent paper.

Absence of compact IoMT: The proposed system has experimented with multiple sensors IoMT sensors. No compact version of IoMT 
20

has been designed. It is essential to study the usability of the proposed IoMT from the user end and prepare a compact design that 
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includes all sensors in one device. However, it is beyond the scope of the current research to aim to commercialize the current 
condition of the proposed IoMT. It creates another research opportunity to study the findings from the end user’s perspective, design 
the IoMT keeping commercial features in mind, and analyze the business prospects of the proposed HAAS.

Limited scalability: The proposed HAAS model is scalable for up to 5 diagnosis requests at a time. The service quality degrades after 
more than five requests at a time. However, it can still tolerate the computational load and complete the request process within an 
acceptable time frame for up to 8 requests. The experimental data show that this is the maximum number of requests the HAAS 
can handle simultaneously. This limitation portrays the scope of further research to optimize the proposed HAAS and increase the 
scalability.

Centralized server: Data center replication at different geographic locations improves the quality of cloud computing services [76]. 
However, it has not been addressed in the proposed study. It is beyond the scope of this research to replicate the HAAS model in 
multiple servers and analyze the performance. However, it is another research opportunity to improve the service quality of the 
HAAS model.

AML attack: There is no Adversarial Machine Learning (AML) attack defense mechanism integrated with HAASNet [35]. Datasets 
related to the healthcare sector are valuable. Moreover, the prediction from HAASNet is the key to the diagnosis of lung cancer using 
the HAAS model. However, successful AML attacks can hamper the overall integrity of the model. These limitations keep the window 
open to conduct further research in the cybersecurity domain on the HAAS model.

Cyber-physical system security: The HAAS model is dependent on IoMT data. Although the data transmitted by the IoMT devices are 
encrypted, no effective measurement has been taken in this model to protect the physical infrastructure of the model from Cyber-

Physical System (CPS) attack [77]. It is another limitation of the HAAS model, which paves the path to explore possible solutions in 
subsequent research.

Any computer-based solution has limitations. The proposed HAAS mode is not immune to it. However, these limitations are 
pathways to improve the quality of this service model and ensure seamless automatic lung cancer diagnosis service.

7. Conclusion and discussion

The Healthcare-As-A-Service (HAAS) model streamlines the process of diagnosing lung cancer. While patients still need to visit 
radiologists for lung CT scans, the proposed service model automates the subsequent steps. The primary indicators of lung cancer are 
the presence of nodules and specific physio-symptomatic data. Traditionally, radiologists identify lung cancer nodules and prepare 
reports, which physicians then analyze alongside CT scans and symptom assessments to make a final diagnosis. This conventional 
approach requires multiple appointments with radiologists and physicians, making it a complex, multi-step process.

One of the key aspects of the Healthcare-As-A-Service model is the integration of IoMT, CNN, and Cloud Computing. This inno-

vative approach replaces the necessity of physical inspection of the symptoms by IoMT. The IoMT integrated into the HAAS model 
has the capability of scanning twelve symptoms, which are crucial indicators of lung cancer. The carefully engineered device trans-

mits these symptomatic data after encryption, which ensures data integrity and security. Only designated physicians have access 
to these symptomatic data to diagnose and make decisions about lung cancer. Neither patients nor physicians need to physically 
travel to the diagnostic center in this convenient approach, which is another novel contribution of this approach. Because it is a 
cloud-based service, it is accessible from anywhere worldwide. The CNN for the lung cancer classification, named HAASNet, has 
been designed keeping the challenges of cloud computing in mind. It has been engineered to ensure cloud scalability, resource op-

timization, load-balancing, and SLA maintenance. With all these unique features, remarkable capabilities, and outstanding design 
concepts, the HAASNet classifies lung cancer with 96.07% validation accuracy. The precision, recall, and F1-score of the classifier 
are 96.47%, 95.39%, and 94.81%, respectively.

Despite outstanding performance and the potential to revolutionize the lung cancer treatment process, the HAAS model suffers 
from several limitations. The first and most prominent limitation is the lack of performance analysis from different geographical lo-

cations. It is a common cloud computing characteristic that large-scale cloud applications can experience performance issues without 
data center replication in different locations. Unless it is studied thoroughly, the performance statistics regarding the geographical 
location is unclear. Furthermore, the system is scalable for up to eight simultaneous diagnosis requests. The experimenting cloud 
server suffers from performance issues when more than eight requests are simultaneously processed. Moreover, the sensor arrays used 
for the IoMT device used in this paper are not commercially available. That means the HAAS model is still in its early Research and 
Development (R&D) period. Additionally, the HAAS model is accessible through web-based services. No application for hand-held 
devices running on Android or iPhone Operating System (iOS) has been developed in this paper. The limitations of the methodology 
are not impediments to the further growth of the HAAS model as a practical lung cancer diagnosis service. The researchers of this 
project consider these limitations as an opportunity for further improvements. It opens multiple future directions to develop a better 
version of HAAS by developing a hand-held devices service model, enhancing the scalability, and conducting exploratory research 
on the impact on the performance in geographical locations.

The HAAS model has been developed for Computer Tomography (CT) images. It does not have the ability to classify lung cancer 
nodules from another image type, for example, X-ray images. This weakness paves the path to further experiments with the HAAS 
21

for X-ray images, opening a new research scope. Furthermore, it is a binary classifier that does not have the capability of classifying 



Heliyon 9 (2023) e21520N. Faruqui, M.A. Yousuf, F.A. Kateb et al.

Stage 1, Stage 2, Stage 3, and Stage 4 types of lung cancer. The HAASNet architecture is modifiable. Enabling it for multiclass 
classification is another future scope of this research. The Healthcare-As-A-Service (HAAS) model demonstrates the potential to be 
applied in other disease diagnoses. However, these are beyond the scope of the current phase of the research and will be explored in 
the future scope.

Preventing lung cancer-related deaths requires early diagnosis and appropriate treatment. Diagnostic complexities and costs often 
contribute to delays, but the HAAS model reduces these complexities and has the potential to lower diagnostic costs significantly. 
By providing a cloud-based solution, the HAAS model makes lung cancer diagnosis services more accessible to users worldwide. As 
a web-based service, anyone can access it from anywhere and receive a lung cancer diagnosis, ultimately contributing to a reduction 
in lung cancer mortality rates.
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