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ABSTRACT 

Early and accurate cancer detection is crucial for improving patient outcomes from this 

lethal disease, but traditional methods often lack sensitivity or specificity. Machine learning 

algorithms, particularly Random Forests, offer promising tools for analyzing medical data 

and achieving this goal. However, the performance of Random Forests is heavily dependent 

on the appropriate configuration of hyperparameters, requiring an optimal configuration for 

accurate prediction. This study proposes a novel multi-objective hyperparameter tuning 

strategy to enhance the effectiveness of Random Forests for cancer detection. The research 

starts off with single-goal hyperparameter tuning targeted on accuracy, observed by an 

evaluation of performance the usage of five-fold move-validation. The results show a cross-

validated training accuracy of 0.96 and a test accuracy of 0.97, effectively addressing the 

issue of overfitting. Subsequently, the methodology advances a state-of-the-art optimization 

algorithm, inclusive of a multi-objective algorithm or a particle swarm optimization, to 

explore the hyperparameter area efficiently. The proposed strategy aims to construct a 

Random Forest model that not only delivers accuracy but also maintains equilibrium across 

diverse performance aspects in cancer detection.  To reap this, a multi-goal optimization 

algorithm is integrated with the hyperparameter tuning technique, enabling the exploration 

of numerous solutions across the Pareto front. This approach enhances the version's 

potential to parent diffused patterns indicative of cancerous conditions whilst minimizing 

false positives and fake negatives. The proposed multi-objective hyperparameter tuning 

approach for Random Forest models is a significant development in the field of cancer 

detection.  In the end, it uses machine learning to improve healthcare outcomes by paving 

the way for more precise, understandable, and clinically relevant cancer diagnoses. It also 

highlights the significance of thorough hyperparameter optimization techniques in boosting 

model efficacy. 
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

Breast cancer continues to be the second leading cause of cancer-related death among 

women, despite an escalating incidence among women. Each year, the World Health 

Organization (WHO) estimates 1.38 million new cases of breast cancer and 458,000 deaths 

from it. This malignancy is a common disease across both developed and developing 

nations, with survival rates varying significantly worldwide. As compared with North 

America, Sweden, and Japan, middle-income countries experience survival rates of 60% 

or less, and low-income countries experience survival rates of less than 40%. The 

integration of expert systems and machine learning techniques in medical diagnosis has 

witnessed a gradual but impactful rise. While the evaluation of patient data and expert 

decisions remains paramount in diagnosis, artificial intelligence systems offer valuable 

assistance to medical experts. Automatic diagnostic systems play a crucial role in 

mitigating potential errors in diagnosis, enabling a more expedited and detailed 

examination of medical data. The purpose of this study is to develop a computer-aided 

diagnostic system that can differentiate benign from malignant breast tumors. The 

proposed method employs a two-stage approach, combining a backward elimination 

feature selection method with a learning algorithm, specifically the random forest model. 

The first stage involves a data reduction process that prepares the dataset for the subsequent 

random forest algorithm, thereby optimizing prediction time. The selected feature set not 

only enhances the system's interpretability but also contributes to a more concise rationale 

for diagnostic outcomes. The dataset utilized for this study is the Wisconsin Diagnosis 

Breast Cancer Orginal Dataset obtained from the University of California at Irvine (UCI) 

Machine Learning Repository. Widely recognized in the research community, this dataset 

allows for performance comparisons with other studies focusing on expert systems and 

machine learning methods for breast cancer diagnosis. 
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1.2 Motivation 

This study is inspired by the pressing need to address the rising incidence of breast cancer 

worldwide, which is the leading cause of cancer-related deaths among women. This 

urgency is highlighted by World Health Organization (WHO) statistics, which indicate an 

increasing number of new cases and yearly deaths. Although overfitting is still a problem, 

machine learning more especially, the Random Forest model is being emphasized for the 

detection of breast cancer because of its potential. The main goal is to develop a powerful 

computer-aided diagnosis system that can accurately identify breast tumors that are benign 

or malignant. A complex hyperparameter tuning strategy is required to overcome 

overfitting complexities in order to accomplish this goal.The potential effect is significant, 

offering improved precision and promptness in breast cancer diagnoses, thereby positively 

affecting patient results. Moreover, this research aims to make a valuable contribution to 

the worldwide effort to combat breast cancer through the creation of a versatile diagnostic 

tool. The objective is to develop a system that surpasses differences in survival rates 

worldwide, offering a dependable and flexible solution applicable to various datasets and 

situations. The primary objective of this study is to contribute to the improvement of 

medical diagnostics and make significant advancements in the ongoing fight against breast 

cancer, in line with the overarching goal of enhancing public health. 

 

1.3 Rationale of the Study 

The motivation behind this research is to improve the effectiveness of cancer detection 

through the utilization of the Random Forest model, with a specific focus on breast cancer, 

which is a substantial worldwide health issue. Acknowledging the necessity for enhanced 

diagnostic instruments, the justification is founded on the conviction that by optimizing the 

Random Forest algorithm via a multi-objective hyperparameter tuning methodology, a 

more equitable and stable model can be generated to ensure precise cancer detection. 

 

Despite challenges observed with default hyperparameters, the study integrates an effective 

hyperparameter tuning strategy. By incorporating the Multi-Objective Hyperparameter 

Optimization (MOHPO) approach, the emphasis on accuracy, TP rate, FP rate, and the 
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AUC curve is raised. This approach aims to improve the RF model's performance metrics, 

anticipating outcomes that could dramatically contribute to the development of machine 

learning applications in medical diagnostics. 

 

1.4 Research question 

Developing a precise, succinct, and targeted research question is an essential first step in 

any investigation. It gives the field of study a clear outline and a clear sense of direction. 

In order to formulate a workable, efficient, and precise plan of action for resolving the 

research problem, investigators ought to formulate follow-up inquiries that clarify their 

ideas and conclusions. This iterative process helps to improve the research, directing the 

study toward significant discoveries and useful conclusions. 

● Is it possible to use an optimized Random Forest to detect cancer? 

● Can the field of cancer detection be improved by this work? 

● How can a multi-objective hyperparameter tuning strategy be effectively employed 

to enhance the accuracy, specificity, and sensitivity of Random Forest models for 

improved cancer detection, ultimately making diagnoses more precise and 

clinically relevant? 

 

1.5 Expected Outcome 

I have discussed my research proposal, which is based on the research question, in this 

section. Our goal is to create a well-known model for the suggestion. The following is what 

the researchers hope to achieve with their study. 

● Optimized Random Forest Implementation: It is anticipated that an optimized 

Random Forest model will be implemented successfully to detect cancer, 

outperforming default configurations. 

● Better Cancer Detection: By using the optimized Random Forest model, it is 

anticipated that cancer detection will be more accurate and efficient. 
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1.6 Research Management 

I methodically implemented the intended architecture with efficient project management 

to wrap up the research project. The following is a summary of the project flow: 

I.  Logistics Searches: Started by gathering relevant research of relevant field. 

II.  Study Selection: Thoroughly selected studies aligned with our themes. 

III.  Analytical Research: Performed comprehensive analyses to comprehend 

detection systems. 

IV. Data Collection: Obtained particular data from the Breast Cancer Wisconsin  

(Original) [1]. 

V. Dataset Preprocessing: Preprocessed data with classification algorithm. 

VI.  Implementing the Classifier: Applied classifier  

VII.  Training and Testing: The classifier was thoroughly tested for accuracy in real-

world scenarios. 

VIII. Documentation: Thoroughly recorded research results and discoveries. 

1.7 Lay Out of the Report 

The study's motivation and reasoning are presented in Chapter 1, which also acts as an 

introduction. It includes the study questions, expected outcomes, project management, 

financial information, and a summary of the project's organizational structure. 

Chapter 2 discusses the research background, related studies, challenges, comparative 

analysis, and preliminary work are covered. It delineates the extent of the recognized issue. 

Chapter 3, a theoretical analysis is carried out, describing the data collection procedure, the 

algorithmic approach to machine learning, and the project progress. It also covers the 

requirements for implementation. 

Chapter 4 the experimental results are presented, the findings are discussed, and the project 

performance is evaluated. 

Chapter 5 describes the research's societal impact, environmental implications, and ethical 

dilemmas are examined. 

Chapter 6 the study is concluded, which also highlights its limitations and offers 

suggestions for further research. 
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CHAPTER 2 

BACKGROUND 

2.1 Preliminaries and Terminologies 

This section explores fundamental concepts that are necessary for a thorough 

comprehension of the background of our cancer detection research. To maintain a 

consistent and accurate language throughout our investigation, I started by defining 

important terms that are essential to the field. The purpose of these definitions is to provide 

clarification and avoid confusion while navigating the intricacies of cancer detection 

techniques. Beyond terminology, let look into preliminary details that establish the 

framework for our research. This comprises background data particular to cancer detection, 

theoretical frameworks, and basic concepts. By carefully analyzing these preliminary 

findings, established the groundwork for a more thorough investigation of our research 

questions and goals concerning cancer detection. 

 

2.2 Related Works 

Previously several research works have been done on cancer detection by implementing 

Random Forest. In machine learning, choosing the best classifier is essential, especially 

when dealing with medical datasets. Data scientists have used a variety of algorithms, with 

excellent outcomes.  

▪ The authors of the paper by Kaur et al. [2] use Bayesian Optimization to optimize 

the model's hyperparameters in order to maximize the AUC score. Nevertheless, 

because their suggested method is single-objective, it might not adequately address 

the multi-objective nature of the current issue. As a result, there are few studies that 

apply Multi-Objective Hyperparameter Optimization (MOHPO) methods to the 

diagnosis of breast cancer. In this paper , with respect to the other models that were 

taken into consideration, the BSense model performed better, achieving 83.9%, 

87.3%, 91.1%, and 80.1% Area Under Curve (AUC) for the TCGA, METABRIC, 

Metabolomics, and RNA-seq datasets, respectively. 
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▪ Delen et al. Lu [3] used a dataset of 202,932 patient records with breast cancer 

patients divided into two groups: malignant (93,273) and benign (109,659). With 

the help of the Random Forest algorithm, the predictive model showed an 

astounding 93% accuracy rate. This demonstrates how well Random Forest 

performs as a strong classifier for precisely predicting the outcomes of breast cancer 

based on the given dataset, highlighting its potential in medical applications. 

▪ Awotunde et al. [4] explore the laborious process of hyperparameter tuning for a 

blood cancer classifier in their most recent work. They are primarily interested in 

optimizing the suggested model's accuracy. This project emphasizes how important 

it is to optimize the model's parameters in order to attain improved performance, 

especially when it comes to blood cancer detection. The thorough methodology 

used by Awotunde and colleagues advances the continuous endeavors to improve 

the accuracy and efficiency of classifiers in the field of medical diagnostics. 

▪ Using the WBCD dataset, Mamta Jadhav and Zeel Thakkar [5] implemented the 

Random Forest algorithm. They obtained a notable accuracy rate of 95% by 

dividing the dataset into a training set (75%) and a testing set (25%). This 

demonstrates the Random Forest algorithm's strong performance during their 

investigation, especially in correctly differentiating between benign and malignant 

cases in the WBCD dataset. 

▪ Cameron Wolfe [6]used the sklearn breast cancer dataset, which included 569 

patients, to demonstrate a Random Forest method. Notably, he used 50 decision 

trees and eliminated variables that showed high correlation (>0.9). The result 

showed that the Random Forest algorithm was effective in producing accurate 

results for breast cancer diagnosis based on the particular dataset, with an 

impressive accuracy result of 96.71%. 

▪ Naji et al. [7]provide data in the literature that highlight the effectiveness of the 

Support Vector Machine and Random Forest algorithms in routinely obtaining 

accuracy levels above 96% when it comes to the identification of malignant tumors. 

This data shows how well these machine-learning techniques work in the field of 

tumor detection. 
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▪ Azar and El-Metwally [8] contribute to the literature in the field of breast cancer 

diagnosis by demonstrating accuracies exceeding 95% using various Decision Tree 

classifiers.  

▪ Desai and Shah [9] supplement this with a Multilayer Perceptron (MLP) classifier, 

achieving an accuracy of 91.9% on the Wisconsin breast cancer dataset. This 

literature emphasizes the versatility of different classifiers in accurately diagnosing 

breast cancer, emphasizing the importance of tailored approaches based on different 

datasets. 

▪ A detailed analysis of the accuracy values corresponding to four well-known 

machine learning classification models (LR, KNN, Random Forest Tree - RDT, 

and SVM) was carried out by Chaurasiya et al. [10]. The evaluation centered on 

how well they performed using the WDBC dataset. Interestingly, Random Forest 

Tree (RDT) achieved the highest accuracy of all the classifiers that were evaluated, 

with an astounding 95%. This demonstrates Random Forest Tree's remarkable 

performance when compared to other well-known classification models in the 

context of the WDBC dataset. 

▪ The Random Forest algorithm was proposed by Sarinder Kaur Dhillon and Pietro 

Lio [4] for use in cancer diagnosis prediction. They used an 8,066-record dataset 

that they obtained from the University Malaya Medical Centre for their study. 

Using the Random Forest algorithm, dataset was split into atraining set (70%, 5,646 

records) and a testing set (30%, 2,420 records) in order to evaluate the model's 

performance. The model's obtained accuracy of 82.2% highlights the effectiveness 

of Random Forest in predicting cancer diagnoses using data from the University 

Malaya Medical Centre. 
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2.3 Scope of the problem 

This study aims to investigate the particular parameters and dimensions involved in 

improving the Random Forest model for cancer detection through a multi-objective 

hyperparameter tuning approach. It provides a precise definition of the problem's scope by 

outlining the parameters, factors, and considerations that are included in the scope of this 

investigation. The research framework becomes more precise by defining the scope, which 

allows for a targeted and methodical examination of the Random Forest model's 

optimization for cancer detection while taking multi-objective hyperparameter tuning into 

account. and determine the trade-offs between various objectives, which are crucial for 

making medical diagnoses. 

2.4 Challenges 

The principal obstacle that I faced during our investigation was gathering datasets and 

choosing a suitable algorithm, which we finally determined to be the traditional Random 

Forest. A second problem surfaced concerning efficient Random Forest algorithm 

optimization. I employed hyperparameter tuning, a procedure that added complications of 

its own, to address this. At the same time, there was a big challenge in figuring out relevant 

and essential features for our prediction model. By using a methodical approach that 

included thorough cleaning and pre-processing of the raw dataset, I was able to overcome 

this challenge and use only the features that were necessary for our prediction model. 

Moreover, the inclusion of cross-validation introduced an extra degree of complexity. It 

took a methodical and well-considered approach to strike a balance between the complexity 

of feature selection and hyperparameter optimization and the requirement for a robust 

model evaluation. The overall effectiveness of our research objectives was aided by this 

thorough methodology, which sought to improve the Random Forest algorithm's 

performance. 
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CHAPTER 3 

RESEARCH METHODOLOGY 

3.1 Introduction 

In this section, I briefly describe the process of our suggested model for cancer detection 

classification, with a focus on using the Random Forest algorithm. Equations, graphs, and 

thorough explanations are used to explain important elements such as data gathering, 

processing, and the suggested model. Our cancer detection dataset is applied to the Random 

Forest algorithm and is carefully tuned through Hyperparameter Tuning to achieve optimal 

performance. This chapter's last section explores our project's statistical underpinnings and 

clarifies its conceptual structure. In addition, I clarify the particular implementation needs 

that are essential to the proper operation of our suggested Random Forest-based cancer 

detection model. This thorough explanation guarantees a clear comprehension of the 

methodological stages involved in creating and applying our model, emphasizing the 

critical function of the Random Forest algorithm in obtaining reliable and accurate cancer 

classification results. 

3.2 Research Subject and Instrumentation 

Topic for research includes those that help us easily to understand topic concepts. Design 

model execution, processing dataset, dataset collection, training model, and altering it in 

response to how it performs. In Another section, tools, is primarily concerned with 

techniques and the methods employed. I programmed on the Windows platform for this 

proposed project. Pandas, NumPy, Skit Learn, Seaborn, Matplotlib, and other Python 

libraries. Throughout the training and testing process, Jupyter Notebook is used. 

 

 

 

 



10  
©Daffodil International University 

3.3 Workflow 

In this section will describes the working flow that I used to complete my project. 

InstrumentData gathering, processing, model selection, and assessment of the outcome and 

the challenge's future potential were all accomplished with success.ntation 

 

Stage 1 - Data Collection: Wisconsin Breast Cancer Orginal  

The primary dataset for cancer detection is an original dataset taken from the UCI Machine 

Learning Repository [1]. The chosen dataset is thoroughly tested for reliability and 

relevance to the research objectives. A thorough examination of the dataset's 

characteristics, including features and target variables, is carried out. It has 699 instances, 

9 features, and 1 target class which is benign or malignant. Where the number of benign is 

458 and the number of malignant is 241. 

 

Stage 2 - Data Processing: The Breast Cancer Wisconsin Original dataset [1] is precisely 

processed at this stage to ensure its suitability for the training and evaluation of the Random 

Forest model for breast cancer detection. 

● Feature Selection: To select the most relevant features, here used the Random 

Forest model's inherent feature importance scores. And worked with the top 5 

important features. 

● Missing Values Handling: Missing values are handled using simple imputer using 

mean strategy. 

● Splitting Datasets: Splited the datasets into 25% test sets and 75% train set. 

 

Stage 3 - Model Selection: From various ML models I choosed the Random Forest and 

Hyperparameter Optimization (HPO) algorithms. I used Grid Search to optimize the output 

of Random Forest algorithms. 

 

Stage 4 - Performance Evaluation: During this critical phase of performance evaluation, 

a comprehensive analysis is conducted using a variety of important metrics and analytical 

tools on the improved Random Forest model intended for cancer detection. Measures like 

recall, accuracy, True positive rate, false positive rate, and F1 score are used to give a 
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thorough picture of the model's performance. Furthermore, the discriminating power of the 

model is quantified by the Receiver Operating Characteristic (ROC) curve, which shows 

the trade-off between different objectives when the Area Under the ROC Curve is 

calculated. It shows the comparison between default parameters, single objective 

hyperparameters, and multiobjective hyperparameters used for tradeoffs and gaining good 

accuracy through 5-fold cross-validation. 

 

Stage 5 - Conclusion and Future work: This section will outline the project's future scope 

and provide a brief rundown of the entire procedure. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



12  
©Daffodil International University 

 

Figure 3.3: Workflow Diagram 1 

Figure 3.3: Workflow Diagram of Cancer Detection 

 

 

 

 

 

 

 



13  
©Daffodil International University 

3.4 Data Collection Procedure 

Wisconsin Breast Cancer Orginal [1] The primary dataset for cancer detection is an original 

dataset obtained from the UCI Machine Learning Repository. It has 699 instances, 9 

features, and 1 target class which is benign or malignant. Where the number of benign is 

458 and the number of malignant is 241. It has null values in the dataset also. 

3.5 Proposed Methodology 

3.5.1 Random Forest 

A well-liked supervised machine learning algorithm for classification and regression issues 

in machine learning is the Random Forest Algorithm. As we all know, a forest is made up 

of many trees, and the more trees it has, the more robust it is. Similarly, a Random Forest 

Algorithm's accuracy and capacity for solving problems increase with the total number of 

trees in the algorithm.  A Random Forest classifier uses multiple decision trees on different 

dataset subsets and averages them to increase the dataset's predictive accuracy. Its 

foundation is the idea of ensemble learning, which is the process of merging several 

classifiers to solve a challenging issue and enhance the model's functionality [11]. 
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Figure 3.5.1: Working of Random Forest  1 

 

Figure 3.5.1: Working of Random Forest Algorithm [11].  
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The Random Forest Algorithm's operation is explained in the steps that follow: 

Step 1: From a specific training set or data, choose samples that are random. 

Step 2: For each training set of data, this technique will build a decision tree. 

Step 3: The decision tree is going to be averaged to determine the best. 

Step 4: Choose the prediction result that received the most votes to be the final outcome. 

3.5.2 Hyperparameter Optimization 

The performance of machine learning models is greatly impacted by hyperparameters, 

which are different values of parameters that are used to regulate the process of learning. 

The maximum depth (max_depth), criteria, and number of estimators (n_estimators) in the 

Random Forest algorithm. These adjustable parameters have a direct impact on a model's 

training efficiency. The process of determining the perfect combination of hyperparameter 

values to obtain maximum performance on the data in a reasonable amount of time is 

known as hyperparameter optimization. This procedure is essential to a machine learning 

algorithm's ability to make accurate predictions. Hyperparameter tuning is therefore 

thought to be the most challenging aspect of creating machine learning models. The 

hyperparameters of the majority of these algorithms used for machine learning are set to 

their default values. However, on various kinds of machine learning tasks, the standard 

values don't always work well. For this reason, must optimize them to find the ideal 

combination that will provide the best results [12]. 

In hyperparameter optimization (HPO), multi-objective optimization is an effective 

approach that seeks to achieve a harmonious balance between several conflicting 

objectives. Traditional single-objective optimization fails to capture the complex trade-offs 

necessary for optimal solutions because different objectives frequently conflict with one 

another. Introducing multi-objective optimization, which gives HPO more power by taking 

into account several goals at once, including model interpretability, computational 

efficiency, accuracy, and fairness. Multi-objective HPO traverses the hyperparameter 

landscape by utilizing advanced methods like evolutionary algorithms and Bayesian 

optimization or Grid Search. This enables it to explore a variety of options and gives 

decision-makers an extensive choice of options. This helps both researchers and 

practitioners make well-informed decisions, revealing the fine line between conflicting 
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goals and opening the door to more advanced machine learning models that satisfy practical 

needs [13]. 

3.5.3 Grid Search 

The grid search approach is the easiest to use and understand, but it is useless when there 

are a lot of parameters and they are not constrained by H0. Let * = (1, 2,..., m) correspond 

to the perturbation parameter set that maximizes  p value. Setting up a lattice search is as 

easy as giving a set of lower bounds vector a = (a1, a2, a3, ...., am) as well as an upper 

bound b = (b1, b2, b3,....., bm) for each component is by definition. In a grid search, each 

interval of the form [ai, bi] has n evenly spaced points, and the values ai and bi are 

contained within them. This results in a total of nm grid points being checked. The results 

of the calculations are then used to determine between each pair of points which value is 

highest. [14] 

3.6 Implementation Requirement 

A thorough examination of the necessary theoretical or statistical concepts and procedures 

has resulted in the creation of  list requirements for such a mutation classification project. 

It's highly likely that the following elements will be needed: 

• Compatible Software or Hardware Environment 

• OS (Linux distro/Windows 7,8 or above others) 

• RAM (<4 GB) 

• Permanent Storage 

 

Tools for developing models 

•  Python Compiler 

• Jupyter Notebook 
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CHAPTER 4 

EXPRIMENT RESULTS AND DISCUSSION 

4.1 Experimental Setup 

Here, output is discussed with parallel plots using the HitPlot package. The best output and 

hyperparameter optimized using RF and Grid Search. 

4.2 Performance Analysis 

First I used Default hyperparameters so the results came with Train Accuracy 1.00 and the 

Test Accuracy is 0.9657. That means that used Random Forest is being overfit to the 

training data. So here are tuned hyperparameters so as not to overfit.  

First used Single objective hyperparameter tuning that focuses on single objective which 

maximizes accuracy. I evaluated performance using five fold cross validation. So after 

performing tasks, our training accuracy decreased to 0.96 from 1 but test accuracy remain 

the same (0.97) which is close to test accuracy so I overcame the overfit issues. Now 

performing multi-objective (accuracy, true positive rate, false positive rate, and AUC) 

hyperparameter tuning. So I begin by calculating each of those objectives for each of our 

grid's 108  hyperparameter combinations. These objectives are assessed using a five-fold 

cross-validation method on the training set, just like in the single objective case. Then I 

easily plot it using parallel plots by HitPlot. Here it looks like in Figure 4.2(a) 
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Figure 4.2(a): Output (Dominated) 
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Each hyperparameter combination is represented as a single line on this plot. The solution 

that achieved the best results on all objectives would be a straight line across the bottom, 

and this is how we see the objectives trading off performance with one another (lines 

crossing). We oriented the axes so that down is optimal. So here we can see many non 

dominated A solution must perform the same or higher on all objectives and strictly higher 

on at least one in order to "dominate" others. Following this line of reasoning, the 

nondominated solutions the opposite of dominated are the only ones that are truly 

important. Therefore, I used a nondominated sort. After non dominated sort the output:  
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Figure 4.2(b): Output (Non-Dominated) 
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we see that all solutions filtered out to just 17 non dominated solutions. These are the all 

optimal solutions. This is called Pareto optimality. And here can see accuracy and the false 

positive rate are redundant objectives. This implies that in addition to increasing accuracy, 

I also minimized the number of patients we misdiagnose as having cancer. We observe that 

true positive rate and accuracy are typically in conflict. This indicates that our model is 

scaring people by telling them they have cancer when they don't in order to maximize 

accuracy. This multi-objective approach has the advantage of allowing us to visually see 

the extent to which these objectives trade off. Here solution S00019 can be picked because 

its F1 score is the highest or if we want mainly AUC then S00006 is the best optimal 

solution from all combinations. And at last, I tested that the solution has good cross 

validated accuracy and also has good accuracy on test data by ranking the test performance 

of each objective and comparing the test performance to thee cross validation performance.                                                                          

4.3 Result Discussion 

If we look at the curve can see S00019 or the yellow curve is the optimal solution counting 

on F1 Score(0.96) but S00006 or Purple curve performed best counting on AUC(0.98) and 

we can see the other trade off. Furthermore, a solution's ability to achieve good cross-

validation accuracy is verified by ranking test results for each objective and contrasting test 

results with cross-validated results. So here is the overall result table: 

 

Table: 4.3: Table of Results. 

Models  Performance 

Random Forest with Default Hyperparameter  Train Accuracy: 1.00 

Test Accuracy: 0.9714  

Random Forest with hyperparameter tuning and cross 

validation (Single objective focused on accuracy) 

Train Accuracy: 0.96 

Test Accuracy: 0.97 

Random Forest with hyperparameter tuning (Multi-

objective) 

Found 17 different 

optimal solution  
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CHAPTER 5 

IMPACT ON SOCIETY, ENVIRONMENT AND SUSTANABILITY 

5.1 Impact on society 

There is great potential for society in the research on optimizing the Random Forest model 

for cancer detection using a multi-objective hyperparameter tuning approach. Through a 

balanced approach to hyperparameter tuning and addressing the problem of overfitting, the 

developed model shows increased accuracy in cancer diagnosis. The prospective benefits 

of this development to individuals include the possibility of early and precise detection, 

which is essential for efficient treatment planning and prognosis. In addition, the model's 

tuning process takes into account a number of objectives with the goal of minimizing false 

positives as well as false negatives, guaranteeing a more sophisticated and trustworthy 

diagnostic tool. Regardless of regional or demographic disparities, the model's ability to 

generalize across a variety of patient populations represents a step toward ensuring that 

everyone has fair access to accurate cancer detection. By reducing needless treatments, the 

optimized Random Forest model can be integrated into clinical decision support systems 

to empower medical professionals with improved diagnostic capabilities while also 

optimizing resource usage. Beyond the direct effects on healthcare, the study demonstrates 

the potential of cutting-edge machine learning methods in the field, spurring additional 

advancements at the nexus of AI and healthcare. The impact on society ultimately resides 

in better diagnostic precision, a decrease in medical errors, more efficient use of resources, 

and a wider adoption of innovative technologies in medical procedures, all of which 

advance healthcare and benefit patients globally. 

5.2 Ethical Aspect 

The responsible development of technology in healthcare is heavily reliant on the ethical 

implications of research on improving the Random Forest model for cancer detection. The 

study highlights the significance of gaining informed consent for dataset utilization and 

calls for a commitment to patient privacy, data security, and openness. In order to avoid 

unintentional discrimination, efforts must be made to reduce biases and guarantee fairness 
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in model outcomes. Since it facilitates the clear communication of predictions to patients 

and healthcare professionals, the interpretability of the machine learning model is essential 

for accountability and trust. It is essential to conduct thorough clinical validation and 

responsible deployment, which includes obtaining explicit consent before using the model 

to treat patients. Ethical standards are reinforced over time by ongoing oversight and 

revisions to take changing healthcare practices and demographics into account. A reliable 

and moral integration of cutting-edge technologies into the healthcare sector is facilitated 

by open communication and collaboration between researchers, medical professionals, and 

the general public. 

5.3 Sustainability 

Research on improving the Random Forest model for cancer detection has two long-term 

sustainabilitys. First off, the carbon footprint of data processing is reduced when 

ecologically friendly computing techniques, like algorithm optimization, are used. Second, 

ongoing evaluation, updates, and adaptation to evolving healthcare environments 

guarantee the model's long-term applicability and foster long-term advantages for both 

patients and healthcare systems. The study's dedication to ethical issues, such as 

minimizing bias and maintaining open lines of communication, is consistent with the 

values of justice and builds confidence. Furthermore, cooperative endeavors and 

information exchange among scientists support the overall sustainability of advances in 

machine learning and cancer detection. 

 

 



24  
©Daffodil International University 

CHAPTER 6 

SUMMARY, CONCLUSION, RECOMMENDATION AND 

IMPLICATION FOR FUTURE RESEARCH 

6.1 Introduction 

Using a multi-objective hyperparameter tuning approach, this thesis successfully improved 

a Random Forest model for cancer detection. Using the dataset, the study started with 

feature selection and used single and multi-objective hyperparameter tuning . The area 

under the receiver operating characteristic curve, accuracy, false positive rate, and true 

positive rate were all trade-offs examined in the multi-objective tuning phase that followed. 

Understanding intricate metric relationships through visualization helped identify 

nondominated solutions that strike a balance between several goals. 

6.2 Conclusion 

In the study, I proposed a ML model that detects breast cancers. For datasets Breast Cancer 

Wisconsin (Original) [1] dataset used. And I tuned hyperparameters for single and 

multiobjective. Then can see the tradeoff between different solutions. I used here Random 

Forest classifier and grid search for tuning hyperparameters and 5 folds cross validation 

the data. In addition to improving the model's accuracy, this study offered insights that are 

essential for attaining a comprehensive and well-rounded performance in cancer detection. 

The focus on nondominated solutions emphasizes how important it is to take into account 

a variety of objectives when evaluating machine learning models, especially when it comes 

to applications in the healthcare industry. 

6.3 Future Work 

Enhancing model performance in the future requires examining different ensemble 

learning techniques and fine-tuning the Random Forest algorithm for cancer detection. 

Expanding multi-objective hyperparameter tuning to include more metrics especially those 

unique to cancer can provide a more thorough analysis. Improved feature representation 

may be possible through integration with cutting-edge technologies like deep learning. The 
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model's application in clinical settings is ensured by real-world validation employing a 

variety of datasets and giving interpretability top priority. In order to match the model with 

clinical requirements and ethical concerns, collaboration with healthcare professionals is 

still essential. By addressing these issues, machine learning will continue to progress, 

resulting in more potent cancer detection instruments for the medical field. 
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APPENDICES 

While completing my research I faced numerous difficulties. The first was to identify the 

algorithm and determine the projects methodologicals approach. However, the biggest- 

difficulty I faced during research was a lack of research understanding. However, I 

overcame it by studying and analyzing related sectors. My next task was to find a more 

accurate algorithm for the projects. 
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