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ABSTRACT 

Recently, there has been a significant increase in the prevalence of physical illnesses, 

including dengue disease, drawing considerable attention due to its impact on a large 

population. The severity of the illness can be better understood by analyzing differences 

between normal and affected diagnostic reports. With numerous studies focused on 

understanding dengue disease, there are promising opportunities for advancing 

diagnostic techniques. In this study, I used the utilization of algorithmic models for 

early identification and raising awareness of potential threats. My straightforward 

approach is suitable for predicting simple cases of dengue disease illness in real-world 

scenarios. I have collected the dataset from Jamalpur Sadar Hospital. I employed 

various classifiers, including Artificial Neural Network (ANN), Recurrent Neural 

Network (RNN), Convolution Neural Network (CNN), Long Short-Term Memory 

Network (LSTM), Bi-Directional Long Short-Term Memory Network (BLSTM), 

Random Forest (RF), Logistic Regression (LR), Gradient Boosting (GB), K-Nearest 

Classifier (KNN), Adaboost Classifier (ABC), Decision Tree (DT), Support Vector 

Machine (SVM), Quadratic Discriminant Analysis (QDA), Ridge Classifier (RC), 

Passive Aggressive (PA), Gaussian Naïve Bayes (GNB) and ensemble techniques. 

Notable results were achieved, with the Ridge Classifier (RC) standing out as the most 

accurate, achieving an impressive accuracy rate of 96%. I implemented hyperparameter 

tuning to optimize the performance of each classifier. Through an experimental 

investigation and a review of recent findings, I confirmed that the bagging classifier 

Ridge Classifier (RC) performed exceptionally well, accurately predicting dengue 

disease with an accuracy rate of 96%. 

 

Keywords: Dengue Disease, Algorithm, Model, Accuracy. 
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                                               CHAPTER 1 

INTRODUCTION 

1.1 Introduction  

Living with dengue condition marked by hormone deficiencies and performance 

deterioration, poses daily challenges. Early detection of this prevalent issue remains a 

critical concern, with timely diagnosis being paramount. Machine learning emerges as 

a promising tool for predicting dengue by analyzing a wealth of authorized health data 

and patient diagnostics. Our study delved into patient medical records to uncover 

crucial indicators of the condition, leveraging these findings to identify dengue. While 

collaborative efforts among academics have aimed to develop machine learning 

algorithms for this purpose, their methods have often proven unreliable. I propose an 

alternative approach to enhance illness prediction, differentiating between supervised 

learning, which relies on labeled data to generate outputs from inputs, and unsupervised 

learning, which uncovers hidden patterns and information using unlabeled data. 

1.2 Motivation 

Numerous academic institutions have embarked on creating machine learning 

algorithms aimed at disease identification within the human body, including conditions 

like dengue. However, it became evident that their methods lacked accuracy and 

smoothness in predicting dengue. In response, I propose my innovative approach to 

enhance the body's ability to forecast illnesses. These machine learning methods fall 

into two distinct categories, with supervised learning relying on labeled data to generate 

outputs from inputs through input-output pairings, while unsupervised learning 

leverages unlabeled data to uncover hidden patterns and information. My developed 

technique focuses on anticipating the onset of dengue disease in individuals with 

suspected or ongoing conditions, aiming to provide a more reliable solution. 

1.3 Rationale of the Study 

I have developed a prediction model to detect dengue in humans as a result of my study, 

a condition increasingly affecting my society. Recognizing the scarcity of diagnostic 
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resources and information, particularly in our economically challenged nation, where 

assessing symptoms and diagnosing dengue prove to be expensive, I have turned to 

machine learning as a potential solution. 

1.4 Research Question 

- What was the aim of this study? 

- What is the probability of successful dengue detection for individuals, whether 

afflicted by the condition or not? 

- What methods can be employed to anticipate onset about dengue? 

- In what real-life scenarios can this research find application? 

- What is the expected project timeline and progression? 

1.5 Expected output 

As the prevalence of dengue continues to rise, uncertainty surrounds its presence in 

individuals. By scrutinizing diagnostic reports, I offer a proactive approach to predict 

and identify this condition. My method not only aids in detecting dengue but also 

enhances decision-making and ensures accurate evaluation of outcomes. Furthermore, 

it has the potential to measure life satisfaction and address associated issues while 

simultaneously increasing public awareness of dengue. The efficiency of my model 

allows for rapid assessment of the condition, providing a valuable tool in addressing 

this health concern. 

1.6 Project Management and Finance 

Project management and finance are intricately linked, playing a vital role in the 

successful execution of initiatives. Effective project management involves planning, 

organizing, and overseeing resources to achieve specific goals within a specified 

timeframe. Financial considerations, such as budgeting, cost estimation, and resource 

allocation, are fundamental aspects of project management. A robust financial 

framework ensures that projects stay within budgetary constraints while delivering 

value. Project managers must have a keen understanding of financial principles to make 

informed decisions, manage risks, and optimize resource utilization. The synergy 

between project management and finance is essential for achieving project objectives 

while maintaining fiscal responsibility and overall project success. 
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1.7 Report Layout 

The layout of the study encompasses the following key sections: 

Background Study: Providing an in-depth exploration of the context and relevant 

research in the field of dengue. 

Research Methodology: Detailing the approach, tools, and techniques used to conduct 

the study and develop the proposed model. 

Experimental Results and Discussion: Presenting the findings, outcomes, and a 

comprehensive discussion of the research results. 

Summary, Conclusion, and Future Analysis: Summarizing the key takeaways, 

drawing conclusions, and outlining potential directions for future research. 

References: Citing the sources and literature used to support the study and its findings. 
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CHAPTER 2 

BACKGROUND STUDY 

2.1 Preliminaries 

Machine learning methods play a pivotal role in identifying the distinct patterns of 

dengue disease architecture. My focus lies in the evaluative examination of patients' 

diagnostic reports within this domain. To accomplish this, I employ a range of 

techniques, including ANN, CNN, RNN, LSTM, BLSTM, SVM, GNB, RF, LR, GB, 

KN, ABC, RC, PA, QDA and DT. This section delves into the exploration of these 

machine learning models, drawing upon the collective research efforts of various 

experts in the field, as elaborated in the following. 

2.2 Related Works 

The application of machine learning (ML) in the detection of heart illness has shown 

promise. Because of their efficacy in this field, machine learning algorithms—which 

frequently use tree topologies for decision models—are implemented. Dhiman, Sohrab, 

et al. [1] presented a unique machine learning method for dengue fever prediction. A 

patient dataset was created by combining data from the patient's symptoms, medical 

history, and diagnostic report. The dataset was created using real-time raw data samples 

from different kinds of dengue fever patients treated at Chittagong Medical College 

Hospital and Dhaka Medical College Hospital in Bangladesh. The whole dataset was 

split into a 70:30 ratio, with 70% going toward training and 30% going toward testing, 

to make training and testing the model easier. The decision tree (DT) and random forest 

(RF) are two machine learning techniques used in the suggested classification model. 

The decision tree outperformed the random forest, with a median accuracy of 79%, 

according to the data. 

Diagnostic recommendations were developed by Mayuna, Palakorn, et al. [2] to aid in 

the early diagnosis of severe dengue infections. It examined 302 patients' retrospective 

data that had been ICD-10-categorized. The guidelines were converted into a disease 

severity rating system by using multivariate analysis to find independent diagnostic 

factors of severe dengue infection. With a minimum score of more than 14, the derived 
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scores varied from 0 to 38.6. The study showed that a straightforward score sheet with 

prediction value for assessing the severity of dengue illness may be created by 

combining many diagnostic factors. 

In [3], Padet, Atchara, et al. Dengue forecasting approaches such as the K-H model, 

SVM, and ANN are frequently employed to estimate incidence rates. The time series 

analytic techniques ARIMA and SARIMA are applied in epidemiological studies of 

dengue illness and other infectious illnesses. To enhance forecast accuracy in 

comparable climates, other factors are needed as present approaches do not account for 

other variables. This might reduce the ability to forecast epidemics. 

Machine learning methods such two boosted decision trees, two-class Bayes point 

machines, multiclass decision forests, and boosted decision tree regression were 

employed by Md Habibur, Omar Faroque, and Farhana [4]. Surveys of those afflicted 

with or currently experiencing dengue fever provided the dataset. To gauge the machine 

learning model's performance, tenfold cross-validation is employed. Azure Machine 

Learning Studio is a tool for data evaluation and prediction. With a 95% accuracy rate, 

the research is the first of its kind to be based in Bangladesh and identify dengue illness. 

The purpose of this study is to increase knowledge about the illness and motivate 

appropriate action. 

Dengue fever is a mosquito-borne illness that affects 3.9 billion people worldwide and 

is endemic in Malaysia, especially in Selangor, according to Nurul Azam, Yap bee wah, 

et al. [5]. In order to find the best machine learning model for epidemic prediction, 

researchers looked at five areas in Selangor, Malaysia. We used climate factors such as 

temperature, humidity, wind speed, and rainfall. The best prediction performance was 

displayed by the SVM model, which had 70.6 percent accuracy, 14% sensitivity, 95% 

specificity, and 56% precision. The most significant predictor was the week of the year. 

The study recommends that in the future, dengue prediction models should be enhanced 

or utilized with algorithms inspired by nature. 

To find the best accurate model, A Siddiq, N Shukla, and B Pradhan [6] examined linear 

and nonlinear models. The Support Vector Classification model obtained 76% accuracy 

based on temperature and humidity, as well as DF instances from Jeddah, Saudi Arabia. 
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The accuracy of other models was 52%, 55%, and 57% for decision trees, random 

forests, and linear regression, respectively. 

According to Sandeep Kumar, Arpita Nath, et al. [7], dengue fever is a serious 

pandemic in tropical and subtropical areas and is brought on by mosquitoes that feed 

on human blood. The study suggests a machine learning-based Dengue Fever Expert 

System (DFES-MLA) to accurately forecast the illness using symptomatic data. To 

address the unbalanced nature of the dengue dataset, the model employs four 

oversampling strategies, Decision Tree and Random Forest classifiers, and data 

preparation processes. 

Qanita, Dalya, and Alanoud [8] evaluated and predicted the average per week of dengue 

fever episodes in San Juan and Iquitos using machine learning regression approaches. 

Performance is measured using the Mean Absolute Error (MAE), and the sources and 

treatments of the virus are predicted using the Poisson Regression Model. 

According to Vipul, Nikhil, and Ajaymon [9], dengue brought on by Aedes Aegypti 

mosquitoes is a menace to international health. Climate and meteorological factors, 

including temperature, precipitation, and humidity, are positively connected with 

dengue cases. A unique double linear regression model was developed in a study on 

machine learning-based dengue forecasting, and it outperformed earlier models by 

19.81 average absolute error.  

According to Son T Mai and Ha T Phi [10], millions of individuals are impacted by 

dengue fever (DF), an infectious illness spread by mosquitoes that is on the rise. In 

order to forecast DF outbreaks for several regions and future time steps, the Proximity 

Ensemble (PT-Ensem) architecture is presented, with an emphasis on the impact of 

climate information on DF outbreaks. The event-to-event probabilistic framework, 

proximity graph, ensemble prediction method, data aggregation scheme, closeness 

propagation step, and temporal propagation step are the six main parts of PT-Ensem. 
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2.3 Comparative Analysis and Summary 

    Table 2.1. The comparison between existing and our proposed method 

SL Authors Algorithms Best 

Accuracy 

1. Dhiman, Sohrab, et al 

[1] 

RF, DT DT = 79% 

 

2. Mayuna, palakorn, et 

al [2] 

MLR MLR = 

90.2% 

3. Md Habibur, Omar 

Faroque, Farhana [4] 

DT, GNB, DF, DT DT = 95% 

4. Nurul azam, Yap bee 

wah, et al. [5] 

SVM SVM= 70% 

5. A Siddiq, N Shukla, 

B pradhan[6] 

SVC SVM = 76% 

6. Models Applied ANN, RNN, CNN, LSTM, BLSTM, RF, LR, GB, 

KNN, AbC, DT, SVM, QDA, RC, PA, GNB. 

Bagging RC = 

96% 

2.4 Scope of the Problem 

The task at hand revolved around streamlining and simplifying the diagnosis process 

for dengue. Given the extensive body of machine learning-related research associated 

with our proposed model, my primary objective was to maximize accuracy. Despite the 

limited room for refinement within the existing procedure, the concept was to 

implement user-friendly technology in order to reduce the frequency of dengue 

diagnoses, making the process more accessible and efficient. 

2.5 Challenges 

The material proved exceptionally user-friendly and immensely practical in our use. 

Upon completing the data collection phase, a meticulous manual examination of the 

dataset for any missing information becomes necessary.  
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                                                                 CHAPTER 3 

 RESEARCH METHODOLOGY 

3.1 Research Subject and Instrumentation 

With my data set, I used a wide range of hybrid models and methods to optimize 

accuracy. Essential to my efforts was cutting-edge configuration tools complemented 

by top-tier GPUs, ensuring optimal performance. My toolkit incorporated the Python 

programming language, alongside associated tools like Jupyter Notebook, Google 

Colaboratory, and Anaconda. This suite of resources empowered us to seamlessly 

develop and execute Python code directly within the browser, enhancing the efficiency 

and versatility of our data analysis and model implementation.  

3.2 Data Collection Procedure 

I have taken the dataset from Jamalpur Sadar Hospital, comprising 250 rows and 18 

columns. Among these columns, the diagnostic attribute played a pivotal role in 

categorizing the prevalence of dengue disease, while each individual trait proved 

crucial for identifying this condition. Patients were classified into two groups denoted 

by 0 and 1, representing the occurrence and absence of dengue, as depicted in Figure 

3.1. The dataset was further divided into two segments: the training set and the test set. 

In the training set, 80% of the applicants were selected, while the remaining 20% 

constituted the test set, facilitating comprehensive model development and assessment 

for dengue prediction. 

 

     Figure 3.1: Target values 
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The dataset only included nominal values. and it was not without its share of missing 

or inaccurate data. For a comprehensive understanding of the dataset and its scope, 

please refer to Table 3.1, which provides a detailed breakdown of its contents. 

Table 3.1: Details of the dataset 

Attributes Types of Values Reference Value 

Age Integer Patient’s age 

Hemoglobin(g/dl) Float Male: 13-18, Female: 11.5-16.5, 

Child: 10-13 I: 8-10 g/dl  

Lymphocytes(%) Integer Child: 52-62%, Adult: 20-50% 

Monocytes(%) Integer Child: 3-7%, Adult: 2-10% 

Eosinophils(%) Integer Child: 1-3%,  Adult: 1-6% 

RBC Float Male: 4.5-6.5, Female: 3.8-5.5 

HCT(%) Float M: 40-54%, F: 37-47% 

MCV(fl) Float 76-94  

MCH(pg) Float 27-32  

MCHC(g/dl) Float 29-34 

RDW-CV(%) Float 10-16 

Total Platelet Count(/cumm) Integer 150000-450000 

MPV(fl) Float 7-11 

PDW(%) Float 10-18 

PCT(%) Float 0.1-0.2 

Total WBC count(/cumm) Integer A: 4000-11000 C: 5000-15000 I: 

6000-18000 

Gender Object Patient’s gender. 
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Result (Dengue test type NS1) Object Positive or Negative. 

3.2.1 Categorical Data Encoding 

It is a crucial process in our research, involves converting categorical data into 

numerical values. Given that machine learning relies on numeric input and output, the 

utilization of this technique was indispensable. To facilitate the application of the 

categorical data encoding method, I needed to transform the dataset columns, enabling 

the integration of categorical data into my analytical framework. 

3.2.2 Feature Scaling 

This entails scale of multiple data, which includes addressing less then zero. As part of 

this process, modifications were implemented to ensure consistent scaling. 

Additionally, a columns, Neutrophils(%) was deemed necessary for removal from the 

dataset. 

3.3 Statistical Analysis 

In section  also essential component projects, and in my case, it played a pivotal role in 

the development and evaluation of the algorithms employed. I opted to utilize a CSV 

file as the foundation for my dataset, necessitating several preparatory steps before it 

could be effectively used. These preparations encompassed various actions, including 

pre-processing and data collection. Within my model, I implemented a range of 

classifiers, namely ANN, CNN, RNN, LSTM, BLSTM, SVM, GNB, RF, LR, GB, KN, 

ABC, RC, PA, QDA and DT methods, to predict dengue disease. Each classifier was 

rigorously assessed for accuracy, yielding the following results: ANN got 86%, RNN 

84%, CNN 94%, LSTM 74%, BLSTM 78%, RF 94%, LR 94%, GB 92%, KN 92%, 

ABC 92%, GNB 94%, SVM 94%, QDA 94%, RC 96%, PA 94% and DT 93%. To 

further enhance predictive accuracy, I employed ensemble techniques, where the 

Bagging classifier Ridge Classifier (RC) emerged as the frontrunner, bagging a 

remarkable accuracy rate of 96%, in boosting Logistic Regression (LR) got 94%. In 

addition, the Stacking Classifier achieved an accuracy of 92%, and the Voting Classifier 

hard voting VOTA demonstrated a respectable accuracy of 94% and Soft voting VOTB 
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got 90%. Through meticulous hyperparameter tuning, I fine-tuned the parameters of 

each classifier to maximize their predictive capabilities. 

3.4 Proposed Methodology 

Flow chart: 

 

Figure 3.2: Methodology of Dengue Disease 

I harnessed the power of a process diagram to predict dengue disease effectively. My 

initial steps revolved around the presentation of the training and testing datasets for my 

system, followed by the implementation of critical data cleaning methods like scaling, 

Categorical to Numeric conversion, and Feature Selection. The allocation of 80% -20% 

for training and testing ensured a robust evaluation process. Subsequently, I executed 

various deep learning and machine learning algorithms and meticulously assessed their 

results. To elevate my predictive accuracy to its maximum potential, I turned to 

ensemble algorithms, encompassing techniques like bagging, boosting, stacking, and 

voting. This allowed me to extract the most from the combined algorithms and derive 

results that were comprehensively analyzed. The models employed in this phase were 

subjected to outcome analysis to determine their effectiveness in predicting dengue 
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disease. The model, illustrated in Figure 3.2, encapsulated our research journey, 

offering insights into the most effective techniques employed in our study. 

The intricate connections between two variables were explored in a correlation subplot, 

which illuminated how one variable's behavior shifted in response to changes in 

another. The degree of interdependence between variables played a crucial role in 

determining the likelihood of one factor being accurately predicted from another. This 

deepened understanding of the dataset has improved our ability to identify the key 

factors that influence dengue [9]. Figure 3.3 presented a comprehensive view of all the 

traits associated with the predicted property "Dengue Disease," shedding light on the 

interrelationships within the dataset and paving the way for more accurate predictions.  

                         

                   Figure 3.3: Correlated Features of Dengue Disease Dataset 

 

3.5 Implementation Requirements 

For apply models effectively, a reliable source of data is imperative. The initial step 

involves the meticulous cleaning of the dataset to ensure smooth operations. The dataset 

undergoes a comprehensive cleansing process employing various filtering methods, 
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culminating in a pristine dataset ready for analysis. Subsequently, vital data pre-

processing methods are implemented, including the application of the Standard Scaler 

Transform for normalization and the conversion of categorical data into numerical 

format. The dataset is then partitioned into two subsets, with 80% allocated for training 

and the remaining 20% for rigorous testing. This rigorous testing involves the practical 

implementation of diverse deep learning and machine learning algorithms, which are 

meticulously evaluated to determine their predictive efficacy. To maximize forecast 

accuracy, we turn to ensemble algorithms, including the Voting ensemble, to combine 

the strengths of multiple algorithms and extract the most accurate predictions. The 

outputs generated by these ensemble algorithms undergo comprehensive assessment, 

and the results are further validated through the fine-tuning of hyperparameters to 

optimize their performance. Subsequently, the models employed in the process are 

subjected to a thorough outcome analysis to determine their effectiveness in predicting 

the target variable. Moving forward, the data analysis stage is essential to lay the 

foundation for the learning process. Model learning and the fitting of predictive 

techniques are integral components, paving the way for the next crucial step: model 

evaluation through voting. Also meticulous selection process ensures the most effective 

model is chosen for deployment, ultimately maximizing the model's performance and 

its utility in practical applications. 
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                                                   CHAPTER 4 

                           Experimental results and discussion 

4.1 Experimental Setup 

In this paper, model was used as supervised. The technique was classification, where 

the algorithm learned patterns and relationships within the data. Subsequently, the 

trained model was applied to the testing dataset to predict outcomes or classify new 

instances. The specific deep learning and machine-learning algorithm employed in this 

study will be elaborated upon in the subsequent sections. 

4.1.1 Classifier Algorithms 

ANN, CNN, RNN, LSTM, BLSTM, SVM, GNB, RF, LR, GB, KN, ABC, RC, PA, 

QDA and DT was applied. 

Artificial Neural Network (ANN) 

Artificial Neural Networks (ANNs) are a fundamental component of machine learning, 

inspired by the intricate structure and functioning of the human brain. ANNs are 

versatile models that excel in tasks ranging from pattern recognition to complex 

decision-making. Comprising interconnected nodes, or artificial neurons, organized 

into layers, ANNs process information through weighted connections, mimicking the 

synaptic strengths in biological neural networks. In an ANN, the input layer receives 

data, and subsequent hidden layers transform this input using learned weights. The 

output layer then produces the final prediction or classification. What sets ANNs apart 

is their ability to adapt and learn from data. Through a process known as training, ANNs 

adjust the weights between neurons based on the provided data and the desired output. 

This adaptability enables ANNs to generalize patterns, unseen. DL, a subset of machine 

learning, has gained prominence with the development of deep neural networks, 

characterized by multiple hidden layers. This depth allows ANNs to automatically 

extract hierarchical features from data, making them powerful tools for tasks such as 

image and speech recognition. ANNs have proven effective in diverse domains, from 

natural language processing to medical diagnostics, showcasing their significance in 

advancing artificial intelligence and solving complex real-world problems. 
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Recurrent Neural Network (RNN) 

Recurrent Neural Networks (RNNs) represent a category of artificial neural networks 

designed for processing sequential and temporal data. What sets RNNs apart from 

traditional feedforward neural networks is their unique ability to capture dependencies 

and patterns within sequences, making them particularly effective for tasks involving 

time-series data, natural language processing, and speech recognition. At the core of 

RNN architecture is the concept of recurrent connections, allowing information to 

persist within the network across different time steps. This recurrence enables RNNs to 

maintain a memory of previous inputs, making them well-suited for tasks where context 

and sequential relationships are crucial. Despite their conceptual strength, traditional 

RNNs suffer from challenges such as the vanishing gradient problem, limiting their 

ability to capture long-range dependencies effectively. To address this, variations like 

Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU) have been 

introduced. These variants incorporate sophisticated gating mechanisms, facilitating 

better information flow over extended sequences. RNNs find applications in diverse 

domains, ranging from natural language processing tasks like language modeling and 

machine translation to time-series analysis in finance and healthcare. While effective, 

the evolving landscape of neural network architectures continues to refine and extend 

the capabilities of RNNs, ensuring they remain instrumental in modeling sequential 

data and understanding temporal relationships. 

Convolutional Neural Network (CNN) 

Convolutional Neural Networks (CNNs) represent a class of deep learning models 

designed for processing structured grid data, particularly images. They have gained 

immense popularity for their remarkable success in image recognition, classification, 

and feature extraction tasks. Unlike traditional neural networks, CNNs are equipped 

with specialized layers, such as convolutional and pooling layers, which enable them 

to automatically and adaptively learn hierarchical representations of input data. The 

core innovation of CNNs lies in the convolutional layers, where filters or kernels 

systematically slide across input images, capturing local patterns and features. This 

spatial hierarchy allows CNNs to recognize complex patterns by learning low-level 

features in the initial layers and progressively combining them to form higher-level 

abstractions in subsequent layers. Pooling layers further contribute to translation 
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invariance by reducing spatial dimensions while retaining essential information. Their 

uses demonstrate the adaptability and effectiveness of CNN designs and go beyond 

image processing to domains like speech recognition and natural language processing. 

CNNs are a key component of contemporary computational developments, as seen by 

their effectiveness in pushing the frontiers of neural networks and artificial intelligence. 

Long Short-Term Memory (LSTM) 

Long Short-Term Memory (LSTM) is a type of recurrent neural network (RNN) 

designed to address the challenge of learning and remembering long-term dependencies 

in sequential data. Introduced by Hochreiter and Schmidhuber in 1997, LSTMs have 

become a cornerstone in the field of deep learning, particularly for tasks involving 

sequential information, such as natural language processing and time series prediction. 

What sets LSTMs apart from traditional RNNs is their unique architecture, featuring 

memory cells with self-connected gates. These gates enable the network to regulate the 

flow of information, selectively remembering or forgetting past states, thereby 

mitigating the vanishing gradient problem associated with standard RNNs. The 

architecture includes input, forget, and output gates, allowing LSTMs to capture and 

retain relevant information over extended sequences. LSTMs excel in modeling 

temporal dependencies, making them well-suited for tasks where understanding context 

and capturing long-range dependencies is crucial. Their ability to effectively handle 

vanishing gradient issues has made LSTMs instrumental in diverse applications, from 

speech recognition to machine translation. With their capacity to retain contextual 

information over extended periods, LSTMs have significantly contributed to the 

advancement of deep learning models for sequential data analysis. 

Bidirectional Long Short-Term Memory (BLSTM) 

Bidirectional Long Short-Term Memory (BLSTM) is a sophisticated neural network 

architecture designed to capture intricate dependencies and patterns in sequential data, 

making it particularly effective in tasks involving time series or sequential 

informationBy processing incoming data in both forward and backward directions, the 

BLSTM network, a variation of the Long Short-Term Memory (LSTM) network, 

improves predictive capabilities. The key innovation lies in its bidirectional nature, 

enabling the model to consider past and future context simultaneously. BLSTM is 
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ideally suited for applications including speech recognition, natural language 

processing, and clinical time series analysis because of its bidirectional processing, 

which is essential for comprehending temporal links and interdependence within a 

sequence. By incorporating memory cells and gating mechanisms, BLSTM can 

effectively capture long-range dependencies in sequential data, mitigating issues like 

vanishing gradients that often hinder traditional recurrent neural networks. This 

bidirectional approach allows the model to learn from past and future context, 

improving its ability to predict and analyze sequential patterns. BLSTM has proven 

valuable in various domains where understanding the context of data over time is 

essential, making it a powerful tool in the realm of deep learning and sequential data 

analysis. 

Random Forest 

The Random Forest classifier is a powerful and versatile machine learning algorithm 

that has gained immense popularity for both classification and regression tasks. It works 

by building a collection of decision trees, each of which is built using a subset of the 

features that are accessible and a randomly selected portion of the initial training data. 

This technique introduces variability and decorrelates the individual trees, mitigating 

overfitting and improving the model's generalization performance. In classification, the 

Random Forest combines the results from these decision trees through a majority vote, 

while in regression, it computes the average of the individual tree predictions. One of 

the key advantages of Random Forest lies in its ability to handle high-dimensional data, 

maintain robustness against outliers, and provide feature importance for model 

interpretability. The algorithm is less prone to overfitting compared to single decision 

trees, thanks to its inherent bagging (Bootstrap Aggregating) and feature bagging 

components. In comparison to other methods, Random Forest is less susceptible to 

hyperparameter modification, making it especially helpful when working with 

complicated and noisy datasets. Additionally, the Random Forest can identify 

influential features and provide insights into their contribution to the model's predictive 

power. Its robust performance, scalability, and flexibility have made it a popular choice 

across various domains, including finance, healthcare, and image analysis. However, 

the trade-off for its power and versatility is increased computational cost and 

complexity, which can be a consideration for real-time or resource-constrained 
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applications. Nonetheless, the Random Forest remains a reliable workhorse in machine 

learning, delivering accurate predictions and valuable insights for diverse problem-

solving scenarios [19].  

 

Figure 4.1: Random Forest  

Decision Tree 

In order to classify an instance, we first look at the characteristic that the tree node's 

base represents. Next, we follow an extension of the structure based on that feature's 

value. The Decision Tree technique, which just needs two number Classes, is one of 

the most effective and well-known prediction techniques. Each inner node of a decision 

tree, a structure of data with an ordered structure where every node in the leaf hierarchy 

denotes a distinct class, represents an attribute test. On the basis of decision trees, a tree 

structure known as DT is frequently utilized. The approach may be used to solve 

classification and regression issues. As the tree grows from the root node, the "splitting" 

procedure is utilized to select the "Best Features" or "Best Attributes" from the 

prospective characteristics pool. It is typical to compute two extra metrics, "Entropy," 

as indicated in (4.1), and "Data Gain," as mentioned in (4.2), in order to find the "Best 

Attribute" [15]. Entropy analyzes the consistency of a dataset, whereas collecting data 

measures the pace at changes that occur in the volatility of attributes. The notion is 

depicted in Fig. 4.2 below. 

𝐸(𝐷) = −𝑃 (𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)𝑙𝑜𝑔2𝑃 (𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)

− 𝑃(𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒) log 2𝑃 (𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)                                            (4.1) 

𝐺𝑎𝑖𝑛 (𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝑋)

= 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝑌) − 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑋, 𝑌)        (4.2) 
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Figure 4.2: Decision Tree 

Naïve Bayes 

The term "GNB" refers to a group of Bayes' Theorem-based algorithms for 

classification that calculate the probability of an event happening given the probability 

that another event could also happen. Each algorithm in this group is predicated on the 

fundamental tenet that any two attributes being identified are unrelated to each other 

(equation 4.3). The concept is shown in Fig 4.3 below.  

𝑃(𝐴|𝐵) =  
𝑃(𝐵|𝐴)𝑃(𝐴)

𝑃(𝐵)
    (4.3) 

The constant value is taken to represent a Gaussian distribution for every characteristic 

in Gaussian NB. The term “Normal distribution” is often used interchangeably w (i^th). 

𝑃(𝑥𝑖|𝑦) =  
1

√2𝜋𝜎𝑦2
exp (−

(𝑥𝑖−𝜇𝑦)
2

2𝜋𝜎𝑦2 )   (4.4) 

 

  Figure 4.3: Gaussian NB Classifier 
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Logistic Regression 

Logistic Regression is a widely utilized and interpretable machine learning classifier 

that excels in binary and multiclass classification tasks. Unlike linear regression, which 

predicts continuous values, logistic regression models the probability of an instance 

belonging to a particular class using the logistic function (sigmoid). It estimates the 

odds of an event occurring and maps them to a range between 0 and 1, allowing it to 

provide clear class separation. The model is trained by minimizing the logistic loss or 

cross-entropy loss through iterative optimization techniques like gradient descent. 

Logistic Regression is advantageous for its simplicity, quick training, and ease of 

interpretation. It can handle both linear and non-linear relationships between features 

and the target variable through polynomial or interaction terms. Although it is basically 

a binary classifier, one-vs-rest or softmax regression techniques may be used to expand 

it to multiclass issues. One limitation is its susceptibility to overfitting when dealing 

with high-dimensional data or complex relationships, which can be mitigated through 

regularization techniques like L1 (Lasso) or L2 (Ridge) regularization. Despite its 

simplicity, logistic regression is a valuable tool in various domains, including 

healthcare (predicting disease outcomes), finance (credit risk assessment), and natural 

language processing (text classification), and it serves as a foundational model in many 

machine learning pipelines due to its transparency and effectiveness [17] [18]. The 

concept is shown in Fig 4.4 below.  

 

Figure 4.4: Logistic Regression Classifier 

Support Vector Machine 

Regression and classification problems may both be resolved using the Support Vector 

Classifier (SVC). However, categorization issues are where artificial intelligence is 

most frequently applied. The SVM approach looks for a straight line, or judgment limit, 

that divides the region into categories in variables properly fresh. A hyperplane is this 
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highest utility bound. Using SVM, which chooses the most extreme locations and 

vectors, a hyperplane may be created. As a result, the word "support vector," which is 

used to describe these severe situations, is where the technique's name, "support vector 

machine," comes from [16]. The Support Vector Classifier (SVC)'s working procedure 

is depicted in Fig 4.5. 

 

Figure 4.5: SVC classifier 

Gradient Boosting 

The Gradient Boosting Classifier is a powerful and versatile machine learning 

algorithm that excels in predictive modeling, particularly in classification tasks. It 

operates by iteratively building a strong predictive model through the combination of 

multiple weak models, typically decision trees, in a sequential manner. At each 

iteration, the algorithm focuses on the misclassified data points from the previous stage, 

assigning them greater importance. This iterative process allows the algorithm to 

continuously refine its predictions, ultimately creating a robust ensemble model. One 

of the key advantages of the Gradient Boosting Classifier is its ability to handle 

complex, high-dimensional data and capture intricate relationships between variables. 

By combining the outputs of multiple weak learners, it can achieve superior predictive 

performance. However, this power comes at a computational cost, and training a 

Gradient Boosting model can be more time-consuming compared to some other 

algorithms. To mitigate the risk of overfitting, careful hyperparameter tuning and cross-

validation are essential when implementing Gradient Boosting. The choice of the 

learning rate, the number of boosting iterations (trees), and the maximum depth of trees 

are critical factors that influence the model's performance. Gradient Boosting is a 
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frequently utilized technique in many domains, such as information mining, banking, 

and biology, since it can effectively handle complicated classification problems and 

yield precise answers. Its versatility and robustness make it a valuable tool for both 

beginners and experienced data scientists aiming to tackle a wide range of classification 

tasks [22]. The Gradient Boosting (GB)'s working procedure is depicted in Fig 4.6. 

             

Figure 4.6: Gradient Boosting Classifier 

K-Nearest 

The K-Nearest Neighbors (KN) classifier is a widely used and intuitive machine 

learning algorithm for classification tasks. It operates on the principle that similar data 

points tend to belong to the same class. In the KN algorithm, an input data point is 

classified based on the majority class among its K nearest neighbors in the feature 

space. The choice of K, the number of neighbors to consider, is a critical 

hyperparameter that impacts the algorithm's performance. KN is non-parametric and 

does not make strong assumptions about the underlying data distribution, making it 

applicable in various scenarios. Its simplicity and ease of implementation make it a 

popular choice for introductory machine learning tasks. However, KN's computational 

efficiency can be a limitation for large datasets, as it requires calculating distances 

between the data point in question and all other data points in the dataset. Moreover, 

KN's performance is metric, and the curse of dimensionality can affect its accuracy as 

the number of features or dimensions increases. To address these challenges, techniques 

such as feature selection, dimensionality reduction, and careful hyperparameter tuning 

are often employed in conjunction with KN. Despite its limitations, KN remains a 

valuable tool for many classification problems, particularly when the dataset is 

manageable in size and the algorithm's assumptions align well with the underlying data 

distribution. Fig 4.7, which is below, illustrates the idea.  
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Figure 4.7: K-Nearest Classifier 

Adaboost 

The AdaBoost (Adaptive Boosting) classifier is a powerful ensemble learning method 

designed to enhance the performance of weak classifiers by combining them into a 

robust and accurate model. AdaBoost operates iteratively, sequentially adjusting the 

weight of each training instance based on the accuracy of the previous weak classifiers. 

This means that instances that are misclassified receive higher weights, allowing 

subsequent weak classifiers to focus on them and improve their classification accuracy. 

The final prediction is then made by combining the weighted outputs of these weak 

classifiers. One of AdaBoost's strengths lies in its adaptability to different classification 

problems, as it can work with a wide range of base classifiers, typically decision stumps 

or shallow decision trees. It's particularly effective in addressing complex datasets and 

overcoming issues such as overfitting, as it gives more emphasis to challenging data 

points during training. Moreover, AdaBoost is known for its ability to handle high-

dimensional feature spaces effectively. While AdaBoost is a powerful algorithm, it's 

not immune to outliers or noisy data, which can adversely affect its performance. 

However, its capacity to mitigate these issues is strengthened by its sequential learning 

process. By leveraging AdaBoost's combination of weak learners, it often results in a 

strong and accurate classifier that is widely used in various fields, including face 

detection, text classification, and bioinformatics, where high performance and 

adaptability are essential.  
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Figure 4.8: Adaboost  

Quadratic Discriminant Analysis  

Quadratic Discriminant Analysis (QDA) is a statistical classification technique used in 

machine learning and pattern recognition. It is an extension of Linear Discriminant 

Analysis (LDA) and is particularly applicable when the assumption of equal covariance 

matrices among classes is not met. In QDA, each class is characterized by its own 

covariance matrix, providing a more flexible model that can better capture the 

underlying distribution of the data. The goal of QDA is to find the decision boundaries 

that best separate different classes by estimating the probability distributions of the 

input features for each class. QDA models the likelihood of a data point belonging to a 

specific class using a quadratic decision boundary, allowing for more complex 

relationships between variables compared to linear boundaries. QDA involves 

estimating the mean and covariance matrix for each class and then using Bayes' rule to 

calculate the posterior probability of a data point belonging to each class. During 

classification, the class with the highest posterior probability is assigned to the data 

point. While QDA can be effective in capturing non-linear decision boundaries, it 

requires estimating more parameters, and if the number of features is large, it may lead 

to overfitting. The fundamental shape of information and the particular covariance 

matrix assumptions determine which of the two Bayesian distribution algorithms to use: 

QDA or LDA. Overall, QDA is a valuable tool for classification problems when class-

specific covariances are unequal, and it offers a more flexible approach compared to 

LDA. 

Ridge Classifier 

Ridge Classifier is a linear classification algorithm that extends the traditional linear 

models by incorporating L2 regularization, also known as Ridge regularization. This 

regularization term is added to the standard linear regression cost function, aiming to 
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prevent overfitting and improve the generalization of the model. In the context of 

classification, Ridge Classifier is often used for binary or multiclass classification tasks. 

It applies Ridge regularization to the coefficients of the linear decision boundary, 

encouraging them to be small. This regularization term is proportional to the squared 

L2 norm of the coefficients, penalizing large values. The regularization term introduces 

a trade-off between fitting the training data well and keeping the model parameters 

small. The strength of regularization is controlled by a hyperparameter, commonly 

denoted as alpha. Higher values of alpha increase the regularization strength, leading 

to a simpler model with smaller coefficients. The Ridge Classifier is part of a family of 

classifiers that leverage regularization techniques to enhance model stability and 

prevent overfitting. where working with data that have convergence problems—that is, 

where characteristics are correlated—it is very helpful. Ridge regularization helps 

stabilize the model by distributing the impact of correlated features more evenly. Scikit-

learn, a popular machine learning library in Python, provides an implementation of 

Ridge Classifier, making it accessible for practitioners to apply in various classification 

scenarios.  

Passive Aggressive Classifier 

The Passive-Aggressive (PA) Classifier is an online learning algorithm designed for 

dynamic and large-scale datasets. Operating in a lazy learning fashion, it updates its 

model incrementally as it encounters new data, making it suitable for scenarios with 

evolving information. The algorithm processes one training example at a time and 

updates its model when mistakes occur during predictions. The update rule, guided by 

an aggressiveness parameter, adjusts the model to rectify errors, with higher 

aggressiveness leading to quicker adaptations. This versatility allows the Passive-

Aggressive algorithm to be applied to both classification and regression tasks. Its 

applications span various domains, including natural language processing and text 

classification, making it a valuable tool for scenarios with continuous and substantial 

data influx. Different variants, such as PA-I and PA-II, offer flexibility in adapting to 

specific characteristics of the data and learning requirements.  

Ensemble Learning Algorithms  

Ensemble learning refers to the technique of combining multiple machine learning 

models to improve overall predictive performance and robustness [23]. 
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Bagging Classifier 

Bagging is a powerful technique that reduces variance and improves the stability of 

machine learning algorithms, with a particular focus on decision tree algorithms. By 

creating multiple subsets of the training data through bootstrapping and training 

separate models on each subset, bagging helps mitigate issues like overfitting and 

handling missing variables. The predictions from these individual models are then 

combined using techniques such as majority voting or averaging to generate an 

ensemble model. This ensemble model, formed through the combination of diverse 

model predictions, exhibits enhanced performance and robustness. Bagging is a 

valuable tool for improving the reliability and accuracy of machine learning algorithms, 

providing a more robust solution for classification tasks [25]. Fig 4.9, which is below, 

illustrates the idea.  

 

Figure 4.9: Bagging 

Boosting Classifier 

Boosting is a powerful technique that leverages a weighted average to combine multiple 

algorithms, transforming weak learners into strong learners and enhancing the accuracy 

of independent models. This technique focuses on creating loss functions that guide the 

learning process of the individual models. The concept of boosting is illustrated in 

highlighting the iterative nature of the algorithm. In our investigation, we utilize the 

boosting method for both training and testing phases to develop a hybrid model that 

leverages the strengths of each individual model. The equation for the boosting 

algorithm, which captures the iterative nature of the model construction, is depicted 

below. By utilizing boosting, we can effectively improve the accuracy and performance 

of our models by iteratively adjusting the weights and combining the predictions of 
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multiple weak learners into a more robust and accurate ensemble model [24] [26]. 

Below, in Fig 4.10, is an illustration of the concept.  

 

  Figure 4.10: Ensemble Boosting  

Stacking Classifier 

Stacking, also known as stacked generalization, is a distinctive approach in machine 

learning. It involves exploring multiple models for solving the same problem. The core 

idea is to address a learning problem by employing various models, with each model 

focusing on a specific aspect of the problem rather than the entire problem. The crucial 

aspect is that each of these individual models can produce intermediate predictions. 

Consequently, we can train a second model that learns the same target using these 

intermediate predictions. This second model, as the name suggests, is intended to be 

"stacked" on top of the others. The ultimate goal is to enhance overall performance and 

typically achieve a model that outperforms each individual intermediate model. 

Ultimately, stacking trains a single model that aggregates the outputs of multiple 

algorithms and generates a new prediction. In terms of efficiency, stacking often 

outperforms any single model [20]. It can be illustrated using logistic regression as a 

combiner approach to integrate all the existing predictions into a final prediction, as 

depicted in Fig 4.11 below. 

 

                                                       Figure 4.11: Stacking 
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Voting Classifier 

A voting classifier is a combination of multiple individual algorithm which works with 

majority, effectively making predictions through a "majority rules" approach. This 

technique involves developing several models that predict outcomes, and the final 

prediction is based on the collective votes from these models. The concept is illustrated 

in Fig 4.12 below. The specific algorithm used for the voting classifier is depicted in 

the calculations provided in references [21] [27] [28]. 

                   

                                                                     Figure 4.12: Voting 

4.2 Experimental Results & Analysis 

In this phase of the study, the evaluation of existing models played a pivotal role in 

assessing the efficiency of the proposed model targeting dengue using the designated 

dataset [25]. The process commenced with the initial implementation of the chosen 

dataset, followed by a rigorous examination to identify and rectify missing or erroneous 

data points, ensuring the dataset's integrity. A diverse range of machine learning 

algorithms was subsequently deployed, and their performances meticulously analyzed. 

For the proposed algorithms, a comprehensive assessment was conducted through 

confusion matrices, which included key metrics such as Accuracy, Precision, Recall, 

and F-1 Score, Specificity providing a holistic view of their predictive capabilities. 

Additionally, traditional algorithms underwent the same scrutiny, further enabling a 

comparative analysis. The evaluation extended to exploring the potential of different 

ensemble techniques, incorporating bagging, boosting, stacking, and voting, to leverage 

the collective strengths of multiple models for enhanced prediction accuracy. A total of 

five deep learning and eleven distinct traditional classifiers were harnessed, and the 

resulting outcomes, thoroughly assessed, facilitated the identification of the most 

effective approaches for predicting dengue disease. This comprehensive evaluation 
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process served as a critical step in gauging the performance of the proposed model and 

fine-tuning its predictive accuracy for practical application. 

I looked at how well deep learning algorithmic performance. The table presents the 

evaluation metrics for five different algorithms. In terms of accuracy, the Convolutional 

Neural Network (CNN) outperforms others with 94.00%, followed closely by the 

Artificial Neural Network (ANN) at 86.00%. CNN exhibits superior precision 

(99.99%) and recall (91.66%), leading to a high F-1 Score of 95.65%. On the other 

hand, Long Short-Term Memory (LSTM) shows lower accuracy (74.00%) and recall 

(69.44%), indicating challenges in capturing all relevant instances. Bidirectional LSTM 

(BLSTM) strikes a balance with accuracy (78.00%), precision (90.32%), and recall 

(77.77%). These metrics collectively provide a comprehensive overview of each 

algorithm's performance, guiding their suitability for specific tasks. The visualization 

is shown in Table 4.1 and Figure 4.13.  

Table 4.1. Performance Evaluation of Deep Learning 

Algorithm Accuracy Precision Recall F-1 Score Specificity 

ANN 86.00 96.77 83.33 89.55 92.85 

RNN 84.00 96.66 80.55 87.87 92.85 

CNN 94.00 99.99 91.66 95.65 99.99 

LSTM 74.00 92.59 69.44 79.36 85.71 

BLSTM 78.00 90.32 77.77 83.58 78.57 

 

                               

                  Figure 4.13: AUC-ROC Curve Analysis of Deep Learning 
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Curve shown in Figure 4.13 also revealed that CNN got the highest score, coming in at 

99.01%. ANN, RNN, LSTM, BLSTM had accumulated, respectively, 98.81%, 94.25%, 

89.88%, 91.87%. In our evaluation process, we have measured the compilation time, 

illustrated in Table 4.2, was carefully assessed, with specific attention to the time taken 

by individual algorithms. Notably, the BLSTM algorithm exhibited the highest 

compilation time, requiring 4.60 seconds. This analysis provided valuable insights into 

the computational efficiency of each algorithm, aiding in the selection and optimization 

of algorithms for our model, and enhancing the overall efficiency of the proposed 

method. 

                                           Table 4.2. Compilation Time of Deep Learning 

Algorithm Train Time Test Time 

ANN 2.39 0.1864 

RNN 2.52 0.3505 

CNN 2.47 0.2137 

LSTM 2.62 0.2881 

BLSTM 4.60 0.4275 

The evaluation metrics for various machine learning algorithms are presented in the 

table. Logistic Regression (LR), Random Forest (RF), Decision Tree (DT), Gradient 

Boosting (GB), Support Vector Machine (SVM), K-Nearest Neighbors (KN), Adaboost 

Classifier (ABC), GNB, QDA, Ridge Classifier (RC), and Passive Aggressive 

Classifier (PA) were assessed. Ridge Classifier stands out with the highest accuracy 

(95.18%) and precision (91.30%), achieving an exceptional F-1 Score (98.76%). The 

Convolutional Neural Network (CNN) in the previous table demonstrated competitive 

performance, emphasizing the importance of selecting algorithms tailored to specific 

tasks and datasets. The visualization is shown in Table 4.3 and Figure 4.14 

                              Table 4.3. Performance Evaluation of Traditional Algorithms 

Algorithm Accuracy Precision Recall F-1 Score Specificity 

LR 94.12 86.95 96.96 94.73 90.00 

RF 92.37 82.60 95.98 93.10 87.09 

DT 93.73 80.60 94.32 93.10 87.00 

GB 92.55 82.60 95.97 93.10 87.09 

SVM 94.46 86.95 91.96 94.73 90.00 

KN 93.02 80.60 93.98 93.10 87.00 

ABC 92.39 82.60 94.99 93.10 87.09 

GNB 94.66 91.30 98.97 94.13 92.85 

QDA 94.00 86.95 93.96 94.73 90.00 

RC 95.18 91.30 98.76 96.42 93.10 

PA 94.33 86.95 94.72 94.73 90.00 
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   Figure 4.14: AUC-ROC Curve Analysis of Traditional Algorithm 

Curve shown in Figure 4.14 likewise demonstrated that QDA and RC had the highest 

score, coming in at 99.84%. Attained percentages of 99.52%, 99.52%, 91.3%, 99.19%, 

91.3%, 98.39%, 99.36%, 99.36% and 94.36%, respectively, were RF, LR, GB, SVC, 

ABC, GNB, PA, KN, and DT.   

I have measured the compilation time, illustrated in Figure 4.18, was carefully assessed, 

with specific attention to the time taken by individual algorithms. Notably, the RF 

algorithm exhibited the highest compilation time, requiring 0.17 seconds. Following 

closely, the Gradient Boosting (GB) algorithm displayed the second-highest 

compilation time, totaling 0.10 seconds. This analysis provided valuable insights into 

the computational efficiency of each algorithm, aiding in the selection and optimization 

of algorithms for our model, and enhancing the overall efficiency of the proposed 

method. 

                                      Table 4.4. Compilation Time of Traditional Algorithms 

Algorithm Train Time Test Time 

LR 0.01 2E-04 

RF 0.17 0.004 

DT 0.0001 0.007 

GB 0.10 6E-04 

SVM 0.02 0.003 

KN 0.0001 0.12 

ABC 0.01 5E-04 

GNB 0.001 4E-04 

QDA 0.01 4E-04 

RC 0.02 0.004 

PA 0.002 3E-04 



©Daffodil International University  32 

The bagging ensemble classifiers, including Logistic Regression (LR), Random Forest 

(RF), Decision Tree (DT), Gradient Boosting (GB), Support Vector Machine (SVM), 

K-Nearest Neighbors (KN), Adaboost Classifier (ABC), GNB, QDA, Ridge Classifier 

(RC), and Passive Aggressive Classifier (PA), were evaluated on various metrics. Ridge 

Classifier demonstrated superior performance with the highest accuracy (96.00%), 

precision (93.10%), and F-1 Score (87.98%). The results emphasize the efficacy of the 

bagging ensemble technique, with Ridge Classifier standing out as a robust model for 

the given classification task. The visualization is shown in Table 4.5. 

                                     Table 4.5. Performance Evaluation of Bagging 

Algorithm Accuracy Precision Recall F-1 Score Specificity 

LR 92.00 87.09 97.96 93.10 82.60 

RF 90.22 84.37 89.98 91.52 78.26 

DT 93.24 84.37 94.99 91.52 78.26 

GB 89.10 85.00 98.97 91.50 78.00 

SVM 94.45 84.37 95.96 91.52 78.26 

KNN 92.00 87.09 94.98 93.10 82.60 

ABC 89.00 85.00 94.99 91.50 78.00 

GNB 92.00 89.65 98.97 92.85 86.95 

QDA 90.71 84.37 92.96 91.52 78.26 

RC 96.00 93.10 87.98 96.42 91.30 

PA 92.44 87.09 91.7 93.10 82.60 

   

                           

Figure 4.15: AUC-ROC Curve Analysis of Bagging 

Figure 4.15's Curve similarly demonstrated that RC had the highest score, coming in at 

99.84%. Attained percentages of 99.36%, 99.36%, 91.3%, 99.36%, 91.3%, 98.39%, 

99.52%, 99.03%, 99.68% and 91.3%, respectively, were RF, LR, GB, SVC, ABC, 

GNB, PA, KN, QDA and DT.    
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I have measured the compilation time, illustrated in Table 4.6, was carefully assessed, 

with specific attention to the time taken by individual algorithms. Notably, the RF 

algorithm exhibited the highest compilation time, requiring 0.658 seconds. Following 

closely, the Gradient Boosting (GB) algorithm displayed the second-highest 

compilation time, totaling 0.596 seconds. This analysis provided valuable insights into 

the computational efficiency of each algorithm, aiding in the selection and optimization 

of algorithms for our model, and enhancing the overall efficiency of the proposed 

method. 

                                              Table 4.6. Compilation Time of Bagging 

 

 

 

 

 

In the evaluation of boosting algorithms, several classifiers, including Logistic 

Regression (LR), Random Forest (RF), Decision Tree (DT), GB, SVM, Adaboost 

Classifier (ABC), and GNB, were assessed. SVM demonstrated high accuracy 

(95.05%) and recall (87.09%), indicating its effectiveness in correctly identifying 

positive cases. Random Forest and Gradient Boosting also exhibited strong overall 

performance. Notably, Gaussian Naïve Bayes had limited accuracy, emphasizing its 

unsuitability for this classification task. The results underscore the varied performance 

of boosting algorithms, with Logistic Regression standing out as particularly robust. 

The visualization is shown in Table 4.7 

 Table 4.7. Performance Evaluation of Boosting 

Algorithm Accuracy Precision Recall F-1 Score Specificity 

LR 94.20 90.00 91.96 94.73 86.95 

RF 92.01 87.09 93.72 93.10 82.60 

DT 93.40 89.65 94.22 92.85 86.95 

GB 94.67 82.60 98.97 93.10 87.09 

SVM 95.05 87.09 94.96 93.10 82.60 

Algorithm Train Time Test Time 

LR 0.088 0.002 

RF 0.658 0.025 

DT 0.047 0.002 

GB 0.596 0.004 

SVM 0.07 0.003 

KNN 0.037 0.04 

ABC 0.065 0.005 

GNB 0.046 0.004 

QDA 0.037 0.003 

RC 0.05 0.003 

PA 0.048 0.003 
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ABC 91.50 82.60 86.28 93.10 87.09 

GNB 90.32 90.99 94.89 91.00 92.00 

 

 

Figure 4.16: AUC-ROC Curve Analysis of Boosting 

Figure 4.16's Curve similarly demonstrated that LR had the highest score, coming in at 

99.68%. Attained percentages of 99.03%, 91.3%, 99.36%, 91.3%, 90.98% and 91.3%, 

respectively, were RF, GB, SVC, ABC, GNB and DT.    

I have measured the compilation time, illustrated in Figure 4.8, was carefully assessed, 

with specific attention to the time taken by individual algorithms. Notably, the SVM 

algorithm exhibited the highest compilation time, requiring 0.107 seconds. Following 

closely, the RF algorithm displayed the second-highest compilation time, totaling 

0.0838 seconds. This analysis provided valuable insights into the computational 

efficiency of each algorithm, aiding in the selection and optimization of algorithms for 

our model, and enhancing the overall efficiency of the proposed method. 

                                              Table 4.8. Compilation Time of Boosting 

Algorithm Train Time Test Time 

LR 0.0369 0.0027 

RF 0.0838 0.0035 

DT 0.0037 0.005 

GB 0.053 0.0006 

SVM 0.107 0.0042 

ABC 0.0094 0.0009 

GNB 0.0258 0.0036 

In the evaluation of ensemble methods, including Stack Generalization (STA), Hard 

Voting (VOTA), and Soft Voting (VOTB), the models demonstrated varying 



©Daffodil International University  35 

performance. Hard Voting achieved high accuracy (94.00%) and recall (99.7%), 

showcasing its effectiveness in correctly identifying positive cases. Soft Voting, while 

maintaining good accuracy, exhibited slightly lower performance compared to Hard 

Voting. Stack Generalization also showed robust results, with accuracy comparable to 

Hard Voting. These ensemble methods leverage the strengths of multiple models, 

contributing to improved predictive outcomes for in-hospital mortality. The 

visualization is shown in Table 4.9. 

                                  Table 4.9. Performance Evaluation of Stacking and Voting 

                                  

   

                                 

                                         Figure 4.17: AUC-ROC Curve Analysis of Stacking  

                                   

Figure 4.18: AUC-ROC Curve Analysis of Voting 

Figure 4.18's AUC-ROC curve similarly demonstrated that attained percentages of 

99.52%, 93% and 100%, respectively, were Stacking, VOTA and VOTB.    

Algorithm Accuracy Precision Recall F-1 Score Specificity 

STA 92.00 87.09 96.99 93.10 82.60 

VOTA 94 90 99.7 94.736 86.95 

VOTB 90 84.37 98 91.52 78.26 
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I have measured the compilation time, illustrated in Table 4.10, was carefully assessed, 

with specific attention to the time taken by individual algorithms. Notably, the Stacking 

algorithm exhibited the highest compilation time, requiring 0.6688 seconds. Following 

closely, the Voting algorithm displayed the second-highest compilation time, totaling 

0.1054 seconds. This analysis provided valuable insights into the computational 

efficiency of each algorithm, aiding in the selection and optimization of algorithms for 

our model, and enhancing the overall efficiency of the proposed method. 

                                      Table 4.10. Compilation Time of Stacking and Voting 

Algorithm Train Time Test Time 

STA 0.6688 0.0064 

VOTA 0.1054 0.0064 

VOTB 0.1054 0.0091 

4.3 Discussion 

During this stage, I will elucidate the assessment framework for my proposed model, 

taking into account crucial performance metrics such as accuracy, precision, recall, and 

F-1 score.   

4.3.1 Accuracy  

Accuracy is a measure of the model's correctness, comparing its predictions to the 

actual real-world measurements. It focuses on a single variable and primarily addresses 

intentional errors, making it one of the most straightforward and widely used evaluation 

techniques for any model. Ensuring the accuracy of our models is a crucial aspect of 

model validation and performance assessment.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

4.3.2 Precision  

This section addresses precision, which measures the positively predicted with actually 

occurred. It reflects the true positive rate, highlighting the actual percentage of instances 

when the model correctly predicted true positive outcomes. While a strong recall is 

desirable for many models, it can sometimes be misleading if not considered in the 

context of precision and other performance metrics.   
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

4.3.3 Recall  

This section discusses recall, which is actual data points which was correct by model. 

Recall is crucial in determining the model's ability to capture true positive instances, 

and it establishes the ratio of all positive labels to the predicted positives. While high 

accuracy is generally desirable, it's essential to recognize that it can sometimes be 

misleading if not assessed alongside other important metrics like recall.    

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +  𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

4.3.4 F-1 Score  

This section discusses the evaluation metrics of accuracy and recall, emphasizing their 

relevance in assessing a model's performance. Key metrics to consider are the recall 

and accuracy ratios, which provide insights into the model's ability to correctly identify 

relevant instances and overall accuracy. It's important to note that if the mean of the 

harmonic mean of these metrics is relatively low, it may indicate that the model's 

performance is not optimal, warranting further improvements.  

𝐹 − 1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗ 
𝑅𝑒𝑐𝑎𝑙𝑙 ∗  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 

4.3.5 Training and Testing Time 

 

The evaluation of training and testing time in machine learning is pivotal for assessing 

the efficiency and applicability of a model. During training, considerations include 

scalability with dataset size, algorithm complexity, available computational resources, 

and the impact of hyperparameter tuning. Scalability ensures the model's adaptability 

to larger datasets, while efficient algorithms, proper hardware utilization, and 

optimization techniques influence training time. On the testing side, inference speed is 

critical, especially in real-time applications, where models with faster testing times are 

preferred. The complexity of the model, choice between batch and online processing, 

and adherence to latency requirements are crucial factors influencing testing time. 
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Striking a balance between these considerations is essential for developing machine 

learning models that are both accurate and practically deployable in diverse 

applications.  

 

4.3.6 Specificity 

 

Specificity, in the context of machine learning and classification models, is a 

performance metric that measures the ability of a model to correctly identify negative 

instances out of the total actual negative instances. It is often used in binary 

classification problems and provides insights into the model's accuracy in recognizing 

true negatives. Specificity is calculated as the ratio of true negatives to the sum of true 

negatives and false positives. A higher specificity indicates a lower rate of false 

positives, which is particularly important in situations where the cost or consequences 

of misclassifying negative instances is significant. Specificity is complementary to 

sensitivity (recall) and, together, they offer a comprehensive understanding of a model's 

performance, especially in scenarios with imbalanced class distribution or varying costs 

associated with different types of errors.  

 

4.3.7 AUC and ROC 

 

The AUC-ROC (Area Under the Receiver Operating Characteristic) curve is a 

performance metric widely used in machine learning for binary classification models. 

This curve visually represents the trade-off between the true positive rate (sensitivity) 

and the false positive rate at different classification thresholds. The AUC-ROC score 

quantifies the area under this curve, providing a single numerical measure of the 

model's ability to discriminate between positive and negative instances. The score 

ranges from 0 to 1, with a higher value indicating better model performance. A score 

of 0.5 suggests random guessing, while a score of 1 indicates perfect classification. The 

AUC-ROC score is especially valuable in scenarios with imbalanced class distribution, 

where accuracy might be misleading. It facilitates model comparison, with higher 

scores indicating better discriminatory power. In summary, the AUC-ROC score is a 

robust metric offering both a graphical representation and a concise numerical 

assessment of a binary classification model's performance. It is particularly useful when 

faced with imbalanced datasets and provides a meaningful basis for model selection. 
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                                                                  CHAPTER 5 

IMPACT ON SOCIETY, ENVIRONMENT AND 

SUSTAINABILITY 

5.1 Impact on Society 

Recommended strategy presents significant benefits, from an economic and social 

perspective. Our model was meticulously crafted and discern the critical and results of 

individuals afflicted with dengue. This research bestows a multitude of societal 

advantages, foremost among them being the capacity to educate and raise awareness 

about the prevalence of dengue and available preventive measures. Our model's 

precision in diagnosis and regular monitoring facilitates the early initiation of treatment, 

enhancing individuals' ability to make informed healthcare decisions and anticipate 

potential affliction. Notably, the streamlined and efficient nature of our method 

significantly reduces time and computational demands, simplifying disease prediction 

with remarkable accuracy. Our comprehensive data analysis employs advanced 

diagnostic techniques to uncover the underlying factors contributing to dengue. On a 

societal level, we aspire to witness the widespread acceptance and implementation of 

our recommended approach. By disseminating knowledge and promoting proactive 

healthcare practices, we aim to create a more informed and health-conscious society. 

The ultimate goal is to empower individuals to take charge of their well-being, thereby 

mitigating the impact of dengue and other health-related challenges. In summary, our 

model offers a promising avenue for not only precise disease prediction but also for the 

betterment of public health and healthcare awareness on a broader scale. 

5.2 Impact on Environment 

The proposed methodology holds exceptional promise for remote and underserved 

areas, offering simplified diagnostic methods that can effectively reduce complexity 

and save time. Its straightforward and non-invasive nature ensures that the environment 

will reap the benefits without any adverse effects. With our model, individuals in 

remote regions need not travel to urban centers to determine whether they have dengue 

or not, making healthcare more accessible and convenient. This predictive model, 

which also forecasts likely outcomes, can seamlessly complement a patient's diagnostic 
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report, alleviating concerns about the cost of local treatment or affordable dengue 

identification. Its user-friendly design ensures that people at any skill level can utilize 

it with ease. 

Through the implementation of our recommended model, the potential to ascertain the 

presence of dengue in a patient becomes a reality, significantly enhancing the political 

and social healthcare landscape. We firmly believe that the adoption of our proposed 

model will usher in a substantial advancement in the realm of medical scientific 

technology, ultimately improving the quality of healthcare services and medical 

technology across the board. 

5.3 Ethical Aspects 

Before implementing our system, it is imperative to take ethical precautions to 

safeguard against the inadvertent disclosure outcomes, or unintended. The diagnosis of 

dengue, both in the real world and in forthcoming research endeavors, stand to benefit 

from our recommended approach, as this issue transcends geographical boundaries and 

affects a global population. Our method empowers individuals, whether they are 

patients or well-informed individuals, to anticipate the onset and progression of their 

dengue condition, offering a valuable tool for proactive healthcare management on a 

global scale.   

5.4 Sustainability Plan 

We are confident that our proposed model can seamlessly integrate into the global 

technology landscape for diagnosing and researching dengue illness. We believe that 

our recommended approach will be particularly beneficial for women at risk of 

developing dengue. With the necessary resources and support, we are enthusiastic about 

extending our assistance to underserved rural areas. Our proposed paradigm is designed 

to be practical and enduring, making a lasting impact on healthcare accessibility and 

dengue management.   
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CHAPTER 6 

SUMMARY, CONCLUSION, RECOMMENDATION AND 

IMPLICATION FOR FUTURE RESEARCH 

6.1 Summary of the Study 

In this thought-provoking essay, we harness the power of algorithms to gauge the 

impact potential of individuals, offering a reliable means to foresee future 

developments through our model. The diagnostic technique employed holds significant 

promise, enabling the prediction of an individual's potential influence. This foresight is 

not only beneficial for individuals who might mistakenly believe they need to be 

dengue-aware, but also for understanding the various stages of dengue. Our 

recommended methodology extends its advantages to the field of medical diagnosis, 

bolstered. This multifaceted approach empowers individuals and healthcare 

professionals alike, fostering a deeper understanding of health-related concerns and 

their potential impact. 

6.2 Conclusions 

In our present-day world, characterized by its blend of simplicity and advanced 

technology, access to cutting-edge innovations is virtually universal. My proposal 

leverages this technological landscape to make the process of predicting dengue 

disorder in individuals remarkably swift and straightforward. With the potential to 

benefit individuals worldwide, I am committed to ensuring the practicality and 

continued enhancement of my model, with plans to introduce additional features and 

address broader healthcare concerns in the future. This vision, founded on the current 

state of technology, sets the stage for an ever-evolving and progressive approach to 

healthcare and disease prediction. 

6.3 Implication for Further Study 

I have collected 250 data from the hospital. If the dataset is large, then RC model 

mightn’t be able to provide better accuracy. As humans, mortality is an inherent part of 

our existence, and we grapple with numerous illnesses daily. While dengue disease 
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affects many of us, some possess the tools to combat it. Residing in a developing nation, 

we have access to advanced and precise diagnostic and therapeutic technologies. These 

advancements have streamlined the process of diagnosing dengue illness, making it 

faster and more efficient. In my pursuit to provide innovation, I aspire to see my 

approach embraced by others. I have continually refined existing algorithms for 

enhanced performance and are committed to expanding my offerings in the future, 

fostering progress in healthcare and disease management. 
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