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ABSTRACT 

Classification of medical images is essential to the diagnosis of many diseases. This 

paper presents a thorough analysis of multimodal deep learning fusion methods for 

problems involving the classification of medical images. In order to improve the 

precision and resilience of classification tasks, this work investigates pre-trained deep 

learning architectures (VGG19, ResNet50 and InceptionV3). By fine-tuning these models 

with a dataset of various medical images that includes categories like lung and colon 

problems, the research takes advantage of transfer learning. The software, which is 

TensorFlow-implemented, combines model ensembling methods with picture data 

generators. It uses a conventional ensemble approach to combine predictions from each 

individual model as part of a specific fusion strategy. The ensemble model performed 

well across several classes, achieving a strong accuracy of roughly 97.43% on the 

validation set. Early stopping criteria were used in the training phase, and the Adam 

optimizer was used to optimize on categorical cross-entropy loss. In order to reduce 

overfitting and improve generalization, hyperparameters are fine-tuned using strategies 

like data augmentation, dropout, batch normalization, and early termination. Confusion 

matrix analysis further demonstrated the model's ability to correctly categorize the 

various categories, with high true positive rates and low false positive and false negative 

rates across all classes. The final ensemble model, which is stored in HDF5 format, 

provides a solid foundation for accurate image categorization within the dataset. 
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CHAPTER 1 

Introduction 

1.1 Introduction 

The persistently high rate of lung and colon cancers, as well as the severe consequences 

they pose to world health, highlight the need for accurate and timely detection 

techniques. Traditional diagnostic methods, which depend on imaging techniques such as 

CT scans and X-rays, frequently encounter considerable difficulties in correctly 

identifying malignant tissues, which causes delays in diagnosis and treatment. The 

startling figures highlight the seriousness of this issue: in 2020, there will be over 2.2 

million cases of lung cancer and 1.9 million cases of colon cancer yearly, accounting for 

a mortality rate of about 48% for lung cancer and nearly 53% for colon cancer. This 

paper presents a novel method for the precise categorization of lung and colon cancers 

using deep convolutional neural networks (CNNs), in response to the urgent demand for 

more accurate and effective diagnostic tools. The ensemble learning technique that has 

been put into practice combines a variety of pre-trained architectures, including VGG19, 

ResNet50, InceptionV3, Xception, MobileNet, and DenseNet121 models. All of these 

models have been carefully adjusted and trained using a large dataset. With an 

exceptional accuracy rate of approximately 97.43% on the validation set, our ensemble 

model represents a major advancement in the accuracy of cancer classification. The 

performance evaluation of the ensemble model, which is explained by a detailed 

examination of the confusion matrix, demonstrates not only its remarkable accuracy but 

also its strong capacity to distinguish between tissues that are cancerous and those that 

are not. This kind of accuracy is extremely important in the field of oncology since it 

provides physicians with a trustworthy instrument to identify cancerous tissues and 

launch prompt and well-informed treatment regimens. The high prevalence of lung and 

colon cancers and their effect on death rates make them serious threats. The effectiveness 

of treatment and patient outcomes are greatly improved by earlier detection. However, it 

might be difficult for traditional diagnostic methods to reliably discriminate between 

benign and malignant tumors. The drawbacks of imaging methods such as CT scans and 
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X-rays highlight the urgent need for more advanced, non-invasive substitutes, which is 

exactly what deep learning models such as the one described here are designed to do. 

Deep learning plays a crucial role in tackling the complexities of cancer diagnosis by 

extracting complex patterns and features from imaging data that are invisible to the 

human eye. These AI-driven strategies have the potential to improve patient outcomes by 

simplifying diagnosis, decreasing the need for invasive procedures, and surpassing the 

constraints of conventional approaches. The all-encompassing ensemble model 

demonstrates how the combined intelligence of several pre-trained architectures greatly 

affects the accuracy rate overall. It does this by utilizing their combined power. 

Integrating these models has a synergistic impact that improves the algorithm's ability to 

identify subtle patterns in images of lung and colon cancer, which significantly adds to 

the excellent accuracy attained. The progress obtained in this work toward the precise 

classification of colon and lung cancer forms a fundamental basis for the continuous 

effort to transform oncological diagnostics. These developments represent a technological 

turning point as well as a glimmer of optimism in the worldwide war on cancer. 

 

1.2 Motivation 

At this crucial point, oncology is facing the pressing task of improving the efficacy and 

accuracy of diagnostics for the detection of lung and colon cancers. This project is driven 

by the harsh realities that patients and healthcare providers must deal with on a daily 

basis: the need for more dependable, efficient, and precise early cancer detection 

techniques. Lung and colon cancers are common and often fatal; they affect millions of 

people worldwide each year and make up a large percentage of cancer diagnoses. The 

fatality rates linked to these tumors highlight the urgent need for precise diagnostic 

instruments. Early detection and precise identification of malignant tissues have a major 

impact on treatment effectiveness, patient survival rates, and quality of life. Nevertheless, 

despite their historical importance, conventional diagnostic methods struggle with 

intrinsic constraints that cause delayed diagnosis and, as a result, worse treatment 

outcomes. While essential for first evaluations, the use of imaging techniques like CT 
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scans and X-rays is sometimes inadequate in identifying minute details that differentiate 

benign from malignant tissues. These drawbacks highlight the need for novel strategies 

that can overcome the limitations of established practices. In this context, deep 

learning—especially with convolutional neural networks—offers a glimmer of optimism. 

Its ability to identify complex patterns and features from imaging data that are frequently 

undetectable to the human eye holds the potential to revolutionize the field of cancer 

detection. The goal of this work is to transform the diagnosis of lung and colon cancer by 

utilizing deep learning. Through the use of ensemble learning techniques that combine 

the advantages of many pre-trained models, this study seeks to close the gap between 

traditional diagnostics and state-of-the-art, AI-based approaches. The primary objective 

of this project is to provide healthcare providers with an advanced, non-invasive 

instrument that can identify even the most subtle cancerous growths in lung and colon 

imaging. This technology expedites the path to prompt intervention and treatment by 

improving diagnostic accuracy and streamlining the procedure. This research is 

motivated by the critical role that deep learning plays in changing the oncological 

diagnostics environment. By pushing the envelope in terms of cancer classification, this 

study hopes to be a turning point in the effort to change how we view, identify, and 

eventually treat lung and colon cancers. 

 

1.3 Rationale of the Study 

The paper uses cutting-edge deep-learning algorithms to bridge a significant gap in the 

diagnosis of lung and colon cancer. The inability of conventional techniques to reliably 

discriminate between benign and malignant tissues frequently results in postponed 

diagnosis and subpar patient outcomes. With the use of ensemble learning and 

convolutional neural networks (CNNs), this research attempts to create a reliable and 

accurate early detection tool. The goal of the project is to close this diagnostic gap so that 

physicians can more quickly and correctly identify these cancers, which will improve 

patient outcomes and survival rates. 
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1.4 Research Questions 

• How can medical image-based deep learning algorithms improve the precision of 

lung cancer detection? 

• What particular changes to the architecture best enable CNNs to discriminate 

between benign and malignant lung nodules? 

• What effect can ensemble learning techniques have on the accuracy of colon 

cancer categorization in radiological scans? 

• What part does transfer learning play in making models for identifying lung and 

colon cancer more broadly applicable? 

• Is it possible for deep learning algorithms to distinguish between different stages 

of colon and lung cancer? 

• Which CNN feature extraction methods are most important for accurately 

classifying cancer cases? 

• What effects do variations in preprocessing methods and image resolution have 

on how well cancer detection algorithms work? 

• In what ways does the deep learning algorithms' use of multimodal imaging data 

affect the accuracy of cancer diagnosis? 

• What effect does a class imbalance have on the accuracy and durability of models 

used to identify lung and colon cancer? 

 

1.5 Expected Outcome 

1. Enhanced Accuracy: By utilizing deep learning models, it is anticipated that lung 

and colon tumors will be detected and classified with considerably greater 

accuracy rates than with traditional diagnostic techniques. These results are meant 

to exceed the existing standards and possibly cross a barrier of accuracy that 

transforms the field of cancer diagnosis. 
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2. Clinical Impact: We anticipate a significant improvement in clinical decision-

making procedures, giving doctors faster access to more precise and pertinent data 

for patient care and treatment planning. Better treatment outcomes and patient 

prognoses may arise from this development. 

3. Overcoming Diagnostic Difficulties: Address the difficulties in correctly 

identifying colon and lung malignancies with traditional imaging methods such as 

CT scans and X-rays. The goal of the project is to lessen these difficulties by 

utilizing deep learning to identify minute patterns and nuances that point to 

malignant progression. 

4. Increased Patient Survival Rates: Expect a possible rise in patient survival rates as 

a result of earlier and more precise detection. Early detection is frequently 

associated with more successful treatment plans, which may extend and enhance 

patients' lives. 

5. Effects on Cancer Burden: By improving diagnostic accuracy, try to lessen the 

overall burden of colon and lung cancers. Enhancing early-stage identification 

may result in prompt interventions, which may lessen the frequency and severity 

of certain tumors. 

6. Research Advancements: It is anticipated that this study will further the fields of 

deep learning applied to oncology and medical imaging. The models created 

might act as fundamental frameworks for next research, encouraging ongoing 

innovation in the field of cancer diagnostics. 

7. Model resilience and dependability: To ensure dependability in a range of real-

world applications, aim for the generated models to demonstrate resilience across 

different datasets and clinical circumstances. The efficacy and consistency of the 

models would be bolstered by this reliability. 

8. Suggestions for Future Directions: This study should identify areas that require 

more investigation and innovation in the field of cancer diagnosis. The results and 

difficulties seen could draw attention to particular areas that need more attention 

in order to advance this field's advancements. 
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1.6 Project Management and Finance 

Data aggregation, which makes use of a publicly accessible dataset, is a fundamental 

component of the first project management phase. An efficient model is built on the 

foundation of this dataset's subsequent careful preparation. In this process, resources 

like Kaggle, and Google Colaboratory are crucial. Notable is the fact that we don't 

receive any outside funding for our research projects from people or institutions. 

 

1.7 Report Layout 

Providing a thorough overview, Chapter 1 lays out the foundation for the research, 

including the introduction, objectives, and reasons for the project, as well as the most 

important research questions. As we go on to Chapter 2, we begin with a concise yet 

informative survey of relevant literature, followed by a comparison between it and 

our research. A thorough examination of our suggested technique is presented in Chapter 

3, including the architectural underpinning of our model as well as the subtleties of the 

dataset. In Chapter 4, the experimental findings are presented and supported by a 

thorough statistical analysis using performance matrices. The viewpoint is expanded in 

Chapter 5 to include our sustainability plan, ethical issues, and the influence on society. 

The final Chapter 6 synthesizes the body of research and suggests directions for further 

investigation while recognizing its inherent limits. The paper's narrative is visually 

charted by the schematic Figure 1, which shows the smooth flow of our research 

framework across each chapter. 
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CHAPTER 2 

Background 

2.1 Preliminaries/Terminologies 

Technologies such as X-rays, Computed Tomography (CT) scans, and Magnetic 

Resonance Imaging (MRI) are essential for diagnosing and displaying internal structures 

in the field of medical imaging. However, the main source of data for this study is 

histological scans. Through tissue sample examination, histopathological pictures are 

obtained, which offer microscopic insights into cellular architecture and abnormalities. A 

crucial component of classifying tumors is cancer grading, which differentiates between 

various stages of malignancy. The prognosis and course of treatment are guided by this 

classification. When evaluating such photos, deep learning—and Convolutional Neural 

Networks (CNNs) in particular—stand out. CNNs are a type of deep neural network that 

are used for automated analysis and classification tasks. They are capable of extracting 

complex features from visual input. A performance indicator called the confusion matrix 

assesses how accurately the model classifies genuine and false positives and negatives. 

For better treatment outcomes and higher survival rates, early identification is essential 

for lung and colon cancers, two common and serious tumors.This part aims to familiarize 

readers with the basic terms and ideas associated with the study focus, which is on using 

deep learning algorithms for automated tumor classification and histopathology pictures 

for cancer analysis. 

 

2.2 Related Works 

Talukder et al. [1] research introduces a hybrid ensemble feature extraction model for 

efficiently identifying lung and colon cancer utilizing machine learning and deep learning 

approaches. The model combines deep feature extraction and ensemble learning with 

high-performance filtering for histopathology lung and colon datasets (LC25000). 

According to the data, this hybrid model has a high accuracy rate of 99.05% for lung 

cancer, 100% for colon cancer, and 99.30% for both lung and colon cancer. The study 
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shows that this proposed technique outperforms existing models, implying that it has the 

potential for use in clinical settings to support cancer diagnosis. Masud et al. [2] paper 

introduces a framework that uses DL and DIP approaches to categorize five lung and 

colon tissues from histopathology pictures with 96.33% accuracy. The study emphasizes 

the global impact of malignancies, particularly lung and colon types, and the critical 

significance of early detection, which is especially important in countries with limited 

diagnostic access. Addressing AI's promise to revolutionize cancer diagnosis, the 

research presents a reliable Convolutional Neural Network (CNN) for distinguishing 

various lung and colon tissues. The paper's framework includes methodology, dataset 

description, experimental results, and future research opportunities, emphasizing AI's 

transformative potential in cancer diagnoses. Attallah et al. [3] research provides a novel 

framework for early detection of lung and colon cancers utilizing lightweight deep 

learning models. The framework reduces and fuses features using ShuffleNet, MobileNet, 

and SqueezeNet models, as well as transformation algorithms such as PCA, FHWT, and 

DWT. By feeding reduced information into four machine learning algorithms, the 

framework achieves 99.6% accuracy, demonstrating greater performance with fewer 

features and lower computing complexity. This methodology not only efficiently 

distinguishes cancer variations, but it also improves data interpretation, indicating that 

diagnostic procedures will be enhanced over present methods.  Obayya et al. [4] paper 

introduces the BICLCD-TSADL model, which uses the Tuna Swarm Algorithm with 

Deep Learning (DL) for biomedical image analysis in colon and lung cancer detection. 

Using Gabor filtering (GF) for image preprocessing and GhostNet as a feature extractor, 

this technique uses AFAO to optimise GhostNet's hyperparameters. The method 

combines TSA with an echo state network (ESN) to identify lung and colon cancer, with 

a remarkable 99.33% accuracy. The full comparative analysis demonstrates that the 

BICLCD-TSADL model outperforms existing approaches in cancer detection, with 

promising results using novel AI-based systems. Mangal et al. [5] research describes a 

computer-aided diagnosis system that uses Convolutional Neural Networks (CNNs) to 

diagnose squamous cell carcinomas, lung adenocarcinomas, and colon adenocarcinomas. 

Using digital pathology images from the LC25000 dataset, a neural network architecture 
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is used to categorize histological slides as cancer kinds. This study, which achieved 

diagnostic accuracies of more than 97% for lung cancer and 96% for colon cancer, 

indicates the potential of artificial intelligence as a significant technology in cancer 

diagnosis. Chehade et al. [6] research focuses on developing a computer-aided diagnosis 

system that employs machine learning approaches to correctly diagnose five types of lung 

and colon tissues based on histopathological pictures. Using models such as XGBoost, 

SVM, RF, LDA, and MLP on the LC25000 dataset, this study tries to improve the 

interpretability of classification models compared to deep learning, with a focus on 

feature engineering. The machine learning models exhibit satisfactory precision, with 

XGBoost outperforming the others, obtaining 99% accuracy and a 98.8% F1-score in 

recognizing lung and colon cancer subtypes. The use of this method could greatly help 

healthcare specialists identify and classify different forms of lung and colon cancers, 

perhaps allowing for earlier diagnoses and targeted treatments. The code for the model 

will be made accessible upon request. Sakr et al. [7] article proposes a lightweight deep 

learning strategy for colon cancer diagnosis that employs a Convolutional Neural 

Network (CNN). After normalizing input histopathology pictures, the suggested system 

achieves a remarkable accuracy of 99.50%, outperforming most existing approaches for 

detecting colon cancer. When compared to publicly available histopathology image 

databases, our deep model outperforms others in terms of efficiency and accuracy. The 

suggested strategy demonstrates both computational efficiency and excellent accuracy, 

indicating a possible development in early colon cancer detection methodologies. Fahami 

et al. [8] study underlines the need of early detection in battling common diseases, 

notably colon cancer, which is a leading cause of death worldwide. The study uses 

statistical hypothesis testing (t-test, Mann-Whitney-Wilcoxon) and machine learning 

approaches (Neural Network, KNN, Decision Tree) to find genes that influence colon 

cancer patient survival. A innovative two-step dataset normalization strategy improves 

research efficacy and overall performance. Unsupervised learning approaches, such as 

Principle Component Analysis (PCA) for dimensionality reduction and patient clustering, 

reveal specific gene expressions. Subsequent supervised learning verifies the clustering 

results, identifying clusters and 20 significant genes per cluster, which could be critical 
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for early colon cancer diagnosis. This pioneering work offers a new classification of 

colon cancer patients, discovering previously identified genes that have important 

implications for early detection. Pacal et al. [9] research focuses on the growing 

importance of deep learning, namely Convolutional Neural Networks (CNNs), in 

enhancing colon cancer analysis. This comprehensive research examines 135 recent 

academic publications and discusses common deep learning architectures used in colon 

cancer analysis, grouping studies into detection, classification, segmentation, survival 

prediction, and inflammatory bowel illnesses. Each category is thoroughly summarized, 

providing insights into success, difficulties, and future opportunities in the subject. 

Setting itself aside, this work provides a structured overview, making it an invaluable 

resource for academics interested in using deep learning for colon cancer diagnosis and 

analysis. Toğaçar et al. [10] study uses artificial intelligence and optimization approaches 

to classify histopathology images of lung and colon cancer. The dataset includes two 

colon cancer and three lung cancer groups. The approach uses DarkNet-19, a deep 

learning model, to train the picture classes from scratch. Inefficient features are removed 

from the retrieved feature set using Equilibrium and Manta Ray Foraging optimization 

techniques, leaving just the efficient features. The combination of these efficient features 

is then identified using a Support Vector Machine (SVM), resulting in an astonishing 

99.69% accuracy. This work shows that a complementary method combined with 

optimization approaches improves classification performance, which could lead to 

promising advances in cancer detection. Provath et al. [11] work stresses the need of 

early and accurate identification in lung and colon cancers, which are aggressive and 

have significant mortality rates. They propose a highly accurate and computationally 

efficient model for cancer detection in these locations based on the LC25000 dataset. The 

technique converges faster by using cyclic learning rates to improve accuracy and 

computing efficiency, as well as transfer learning models and a custom CNN. 

Comparative analysis demonstrates the suggested model's higher accuracy, particularly in 

decreasing inter-class differences between lung adenocarcinoma and lung squamous cell 

carcinoma, with a total accuracy of 97%. The work demonstrates enhanced computing 

efficiency when compared to competing methods, indicating promise in cancer detection 
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and diagnosis.    Hamida et al. [6] research looks at Deep Learning (DL) applications in 

digital pathology for colon cancer diagnosis. It evaluates CNN architectures (AlexNet, 

VGG, ResNet, DenseNet, and Inception) that use transfer learning from ImageNet to 

handle sparse data. ResNet achieves 96.98% patch-level classification accuracy on the 

AiCOLO dataset and excellent accuracies on additional datasets (up to 99.98%). UNet 

and SegNet models can achieve pixel-wise segmentation accuracies of up to 81.22%. 

SegNet achieves 98.66%, 99.12%, and 78.39% accuracy across many datasets. The study 

found that ResNet is the best effective model for segmenting colon tumors. Hasan et al. 

[7] study uses deep convolutional neural networks (DCNNs) on digital histopathology 

images to identify and categorize colon adenocarcinomas. Despite the fact that both old 

and current approaches are capable of detecting probable cancer spots in pictures, 

discriminating between benign and malignant cases remains difficult. Using artificial 

intelligence (AI) with modern deep learning (MDL) and digital image processing (DIP) 

helps to automate cancer diagnosis. The suggested model analyzes cancer tissues with a 

high accuracy of up to 99.80%, indicating the potential for an automated and accurate 

approach for detecting various kinds of colon cancer. Future efforts may include creating 

computer-aided diagnostic (CAD) tools to improve analysis of colonoscopic images. 

Shandilya et al. [14] study attempted to create a CAD system for classifying lung tissue 

histopathology images. Multi-scale processing was used to extract features from a dataset 

of 15,000 samples, which included lung adenocarcinoma, lung squamous cell carcinoma, 

and benign lung tissue. Seven pre-trained Convolutional Neural Network (CNN) models 

were evaluated for lung cancer classification, with ResNet 101 attaining the greatest 

accuracy of 98.67%. This study lays the groundwork for more effective CNN-based 

models in lung cancer detection. Garg et al. [15] study emphasizes the importance of 

early and precise detection. Traditional diagnosis, which relies on histopathologists' skill, 

can be risky if done incorrectly. This study uses deep learning to adjust pre-trained CNN 

models for the accurate detection of lung and colon cancer using histopathology pictures. 

Eight models were trained on the LC25000 dataset, with outstanding accuracy ranging 

from 96% to 100%. Furthermore, visualization approaches such as GradCAM and 

SmoothGrad emphasize the models' focus on discriminating between malignant and 



©Daffodil International University  12 

 

benign pictures. Mehmood et al. [16] research presents an accurate and computationally 

efficient methodology for quick cancer detection. Using a dataset of 25,000 lung and 

colon histopathology photos separated into five classes, a modified AlexNet neural 

network produced encouraging first results but struggled with one. By using a simple 

contrast enhancement technique on selected images, overall accuracy increased from 

89% to an astonishing 98.4%, ensuring computing efficiency while improving diagnostic 

accuracy. Ibrahim et al. [17] study uses AI and image enhancement to classify five types 

of colon and lung tissues from histological pictures. With up to 99.5% accuracy, this 

system promises to help medical practitioners automate the detection of numerous colon 

and lung malignancies, ensuring reliability and precision.  

 

Table 2.1: Comparison of Related Works 

Author Dataset Method 

Talukder et al. [1] Histopathology lung and 

colon datasets LC25000 

Hybrid Ensemble Feature 

Extraction 

Mangal et al. [5] Digital pathology images 

from the LC25000 dataset 

Convolutional Neural 

Networks (CNNs) 

Chehade et al. [18] LC25000 dataset XGBoost, SVM, RF, LDA, 

and MLP  

Toğaçar et al. [10] Histopathology images of 

lung and colon cancer 

DarkNet-19 

Garg et al. [15] LC25000 dataset Eight models such as 

GradCAM,  SmoothGrad 
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2.3 Comparative Analysis and Summary  

This thorough analysis of research publications on medical picture classification 

examines various approaches that employ deep learning and machine learning to identify 

lung and colon tumors. A hybrid ensemble feature extraction model with a noteworthy 

accuracy rate is proposed by Talukder et al. [1] demonstrating the technique's potential 

for clinical applications. Masud et al.'s [2] excellent accuracy rates highlight the value of 

early detection through the use of DL and DIP techniques. A lightweight approach for 

cancer detection is introduced by Attallah et al. [3] emphasizing efficiency with 

encouraging outcomes. The BICLCD-TSADL model is presented by Obayya et al. [4] 

showcasing exceptional performance in cancer detection through creative AI-based 

systems. In order to demonstrate the promise of AI in precise cancer detection, Mangal et 

al. [5] use CNNs to diagnose particular cancer kinds. Chehade et al. [6] deploy machine 

learning models with a sufficient level of precision, with an emphasis on interpretability. 

A lightweight deep learning method with exceptional accuracy for colon cancer diagnosis 

is proposed by Sakr et al. [7]. Fahami et al. [8] provide a novel strategy to colon cancer 

categorization by using machine learning and statistical hypothesis testing to find genes 

influencing the disease. Academics can gain significant insights from Pacal et al.'s [9] 

systematic overview of deep learning applications in colon cancer analysis. Toğaçar et al. 

[10] demonstrate the potential of complementary methodologies by achieving a high 

accuracy of 99.69% through the employment of AI and optimization. Provath et al. [11] 

introduce a computationally efficient model with improved accuracy and emphasize the 

need of precise identification in lung and colon malignancies. In their evaluation of 

different CNN architectures for colon cancer diagnosis, Hamida et al. [12] emphasize the 

value of transfer learning. DCNNs are used by Hasan et al. [13] to classify and identify 

colon adenocarcinomas, highlighting the possibility of automated cancer diagnosis. In 

order to classify lung tissue histopathology images, Shandilya et al. [14] develop a CAD 

system that paves the way for more potent CNN-based models. Garg et al. [15] highlight 

the significance of early and accurate detection, employing deep learning to achieve 

exceptional accuracy. Mehmood et al. [16] stress diagnostic accuracy while presenting a 

computationally efficient approach for prompt cancer detection. Ibrahim et al. [17] 
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classify colon and lung tissues with great accuracy by using AI and picture augmentation. 

In contrast, a multimodal deep learning fusion technique that combines six pre-trained 

architectures for image categorization is presented in the proposed article. The ensemble 

model performs well in classifying a variety of medical images, with a strong accuracy of 

roughly 97.43%. The precision and generality of the model are enhanced by the 

application of ensemble methods, fine-tuning, and transfer learning. The model's 

performance is further improved by the early stopping criterion and hyperparameter 

adjustment. 

 

2.4 Scope of the Problem  

The study includes the use of cutting-edge deep learning techniques to classify lung and 

colon tumors from histopathology pictures. With an emphasis on automated tumor 

grading, the study seeks to provide insights into improving diagnostic precision and 

accelerating treatment choices. The paper mainly discusses the difficulties of grading 

cancer using traditional diagnostic methods and emphasizes the possibility of using deep 

learning techniques to get beyond these constraints. It's crucial to remember that this 

study only examines histopathological images and their processing; it does not include 

images from other modalities like MRIs, CT scans, or X-rays. In order to provide more 

effective and precise diagnostics, the scope also includes investigating the potential of 

deep learning algorithms in analyzing microscopic cellular structures and determining 

malignancy grades, especially in lung and colon cancer. The study is to contribute to the 

changing field of oncological diagnostic techniques and offer a workable solution 

utilizing computational methodologies to help in cancer grading. 

 

2.5 Challenges 

It takes a diverse approach to navigate the terrain of histopathological image analysis for 

cancer grading. These challenges include everything from figuring out complex tissue 

structures to making sure the model is broadly applicable and taking ethics into account. 
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The complexities of precise cancer grading are further complicated by class imbalances, 

heterogeneous data, and intricate cellular patterns within the dataset. Maintaining deep 

learning model validity and interpretability while bridging the gap between algorithmic 

discoveries and clinical application is crucial. Further difficulties in this field come from 

the requirement for generalizability, computing demands, and ethical issues. Accurate 

interpretation becomes more difficult when attempting to identify tiny cellular differences 

that may indicate malignant growth. This requires a thorough understanding of cellular 

structures and textures. Standardization and model generalizability are hampered by 

varying picture resolutions, staining methods, and an unequal distribution of cancer 

grades across datasets, which could introduce biases. For practical application, it is 

imperative to ensure that the predictions of deep learning models match clinical relevance 

and take into account the interpretability of the intricate features retrieved from 

histopathology images. A rigorous ethical framework must be in place during the 

research and implementation stages in order to protect patient data privacy, guarantee 

informed consent, and ethically use AI in medical decision-making. 
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CHAPTER 3 

Research Methodology 

3.1 Research subject and Instrumentation 

This study explores the use of deep learning for histopathology image processing, with a 

focus on cancer grading. Using cutting-edge deep neural networks designed for image 

categorization is included in the instrumentation. Convolutional Neural Networks 

(CNNs) are the main tool used in this study because of how well they extract features 

from complicated visual data. The following pieces of equipment are used in this 

research: 

1. Programming Language: Python is used to create Convolutional Neural Network 

(CNN) models and carry out in-depth analysis in this work.  

2. Environments for Development: 

• Kaggle  

• Google Colaboratory 

 

3.2 Data Description 

This study made use of an extensive data set containing 25,000 histopathology pictures. 

Each image is 768 by 768 pixels in size and is in jpeg format. These photos were from a 

HIPAA-compliant, vetted source, and they originally included 750 photographs of lung 

tissue (250 each of benign lung tissue, lung adenocarcinomas, and lung squamous cell 

carcinomas) and 500 images of colon tissue (250 each of benign colon tissue and colon 

adenocarcinomas). To scale up to 25,000 photos, the dataset was augmented with the 

Augmentor package. However, for the purpose of simplicity, a subset of 2,500 

photographs was chosen at random, with 500 images from each of the five unique classes 

contained in the dataset.  

This dataset has five classes: 
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1. Lung benign tissue 

2. Lung adenocarcinoma 

3. Lung squamous cell carcinoma 

4. Colon adenocarcinoma 

5. Colon benign tissue 

 

Figure 3.1: Five histopathological images for each lung and colon cancer class 

 

3.3 Image Preprocessing 

One important approach used in image preprocessing is the median filter. This strategy is 

critical in refining images before they are subjected to further analysis or model training. 

The major goal of using a median filter is to reduce noise in the image while preserving 

important details. This filter works by replacing the value of each pixel with the median 

value of its neighbors. The median filter, unlike other filtering techniques, is particularly 
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effective in reducing salt-and-pepper noise, which appears as solitary white or black 

pixels spread across the image. In my project, using the median filter as an image 

preprocessing step improves the quality of the dataset used to train the models. This 

strategy, by decreasing noise interference, ensures that the models focus on relevant 

elements within the images, resulting in more accurate and dependable predictions. This 

preprocessing step is typically carried out before to the model training phase, resulting in 

a more robust and successful training process. 

Smote: One technique used to address class imbalance in machine learning datasets 

where one class considerably outnumbers another is called SMOTE (Synthetic Minority 

Over-sampling Technique). SMOTE is used in the provided code to correct the training 

data's class imbalance. First, the number of samples in each class is ascertained and the 

one-hot encoded labels are transformed into class indices. The option k_neighbors is set 

to a value that ensures efficient synthetic sample creation once the smallest class size is 

determined. Next, using SMOTE, artificial examples are created along line segments that 

connect instances, causing the minority class to be oversampled. Then, the artificial 

labels are converted back to one-hot encoding and the features are reshaped to their initial 

configuration. 

 

3.4 Statistical Analysis 

The dataset used in this study is extremely important in the context of this investigation. 

It consists of histopathological images, each of which contains critical information for the 

detection and categorization of specific disorders, notably in the field of medical imaging. 

These photos, rich in fine features, serve as the foundation for the analysis done in this 

study. The statistical analysis delves into crucial indicators that are critical for assessing 

the performance of the constructed models. True Positive (TP), False Positive (FP), False 

Negative (FN), and True Negative (TN) values are among these measurements. These 

variables are critical in determining the predicted accuracy and efficacy of the models. 

The True Positive (TP) value shows the number of times the model correctly predicts the 

positive class, indicating the existence of a specific disease or trait in the 
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histopathological pictures. The False Positive (FP) value, on the other hand, refers to the 

number of times the model incorrectly predicts the positive class, suggesting the presence 

of a condition that does not exist. The False Negative (FN) score represents the number 

of times the model predicts the negative class inaccurately, failing to recognize the actual 

presence of a condition. Finally, the True Negative (TN) score shows the number of times 

the model correctly predicts the absence of a condition or trait in histopathological 

pictures. These statistical measurements, in essence, provide a thorough picture of the 

model's performance in terms of sensitivity, specificity, precision, and accuracy. A 

complete evaluation of the model's predictive skills is achieved through a meticulous 

investigation of these values in the context of the dataset employed, contributing to the 

robustness and dependability of the study's findings. 

 

3.5 Proposed Methodology 

The proposed methodology for this study is based on a systematic analysis of 

histopathological pictures in the dataset. This method includes a comprehensive 

technique for extracting valuable insights and facilitating proper classification of specific 

diseases. The process starts with a thorough examination of the dataset itself. This 

collection contains a plethora of histopathology images, each including critical 

information relevant to the identification and characterization of specific disorders. These 

photos serve as the foundation for the entire technique, providing a varied range of data 

that is critical for model building and validation. The methodology outlines a sequence of 

processes, beginning with picture preparation and ending with the deployment of 

complex deep learning models. It begins with thorough preprocessing procedures aimed 

at improving image quality and reducing noise artifacts. The complicated patterns and 

specific features inherent in these histopathological pictures are then extracted by feature 

extraction techniques. This methodology incorporates deep learning models ranging from 

VGG19 to ResNet50 and InceptionV3. These models have been carefully selected, with 

each providing distinct advantages in distinguishing specific traits within the photos. To 

achieve best performance in categorizing and detecting conditions of interest, these 

models must be fine-tuned and customized. The methodology follows a step-by-step 
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process that includes data preprocessing, model selection, training, and evaluation. This 

organized approach provides a thorough examination of the dataset's complexities while 

using the power of cutting-edge models. Finally, the Proposed Methodology seeks to 

provide a solid and dependable framework for the precise classification and identification 

of specific disorders in histopathological pictures. 

 

Figure 3.2: DataFlow Diagram 

3.6 Implementation Requirements 

The Application of this work's requirements involves a high-performance computer 

infrastructure capable of handling large datasets and complicated deep-learning models. 

Adequate processing power, large amounts of memory, and access to GPU-enabled 

devices are critical for effective model training and evaluation. Access to specialist 

software frameworks like as TensorFlow and Keras is also required to assist the seamless 

installation and execution of the suggested methodology. 

 

3.6.1 Convolutional Neural Network 
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The Convolutional Neural Network (CNN) is a key component in the architecture of this 

study, serving as a fundamental framework for picture processing and categorization. The 

CNN, which is specifically designed for visual data processing, serves as the foundation 

for grasping and distinguishing subtle patterns within histopathology pictures. The CNN 

is made up of a succession of interconnected layers, each of which is designed to fulfill 

specific roles critical for good image analysis. The first layers concentrate on 

fundamental operations such as convolution, from which localized characteristics are 

extracted using a sliding window technique. This method allows the network to recognize 

fundamental forms, edges, and textures in images. Subsequent layers in the CNN, such as 

pooling layers, are critical in downsampling extracted features, lowering computational 

load, and improving the network's capacity to recognize meaningful patterns. These 

layers effectively concentrate relevant information while removing unnecessary elements. 

Furthermore, the CNN includes complicated layers, such as fully linked layers and 

activation functions, which help the network understand abstract relationships and 

higher-level properties. These layers combine the acquired information into 

comprehensive representations, allowing the network to make informed categorization 

decisions. The CNN architecture's fine-tuning and customization remain critical parts of 

this research. The model is meticulously adjusted to improve its ability to detect specific 

traits in histopathology pictures. To improve classification accuracy, alter 

hyperparameters, change layer topologies, and use transfer learning techniques with pre-

trained models. The Convolutional Neural Network serves as the study's methodology's 

cornerstone, harnessing its ability to discern fine information inside histopathology 

pictures and enabling effective categorization and detection of specific disorders. Its 

adaptability and ability to learn from the intricacies of the dataset make it a strong tool for 

picture analysis and categorization. 

 

Input layer:  The Input Layer is where data in the neural network begins. It receives raw 

data, such as photos or text, and prepares it for processing by translating it into a format 

that the network can understand. For example, in image processing, the Input Layer 
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would take the pixel values of an image and arrange them in a structured manner to be 

fed into the successive layers of the network for analysis and feature extraction. 

 

Max-pooling: Convolutional neural networks (CNNs) rely on max-pooling to condense 

feature maps by selecting the maximum value inside specified windows. Max-pooling 

follows convolution layers in my CNN design, lowering feature map dimensions. It 

reduces complexity, prevents overfitting, and keeps important features for accurate 

pattern identification. Controlling window size and strides successfully maintains the 

balance between preserving information and downsampling, assisting following layers in 

their learning process. In summary, max-pooling improves classification accuracy and 

computational efficiency by optimizing feature extraction from histopathology pictures. 

 

Rectified linear unit (ReLU): ReLU activation is used within convolutional layers in 

your code. ReLU is a popular activation function that creates non-linearity by returning 

zero for negative input values while leaving positive values unaffected. ReLU activation 

is used after the convolution process in your code's convolutional layers. By introducing 

non-linearity, this activation function significantly improves the model's ability to capture 

complex patterns and features in the data. ReLU aids in learning and extracting 

meaningful representations from input data by setting negative values to zero and 

maintaining positive values. 

 

Adam Optimizer: The Adam Optimizer is a useful tool for neural network training. It 

dynamically modifies learning rates by combining momentum and RMSprop, allowing 

for efficient convergence during model training. During model compilation, the Adam 

optimizer is used in the implemented code with particular parameters.  

 



©Daffodil International University  23 

 

Adam(learning_rate=0.0001) represents the optimizer's configuration with a learning rate 

of 0.0001. It aids in the reduction of categorical cross-entropy loss and the improvement 

of accuracy throughout the training phase. This adaptive optimizer modifies learning 

rates for each model parameter independently, ensuring effective gradient descent for 

optimizing neural network weights. 

 

SoftMax: Softmax is a neural network activation function that is often employed for 

multi-class classification issues. It converts the output of the last layer of a neural 

network into a probability distribution and assigns probabilities to each class. Softmax 

normalizes the numbers so that the total of all probability equals one. By picking the class 

with the highest probability as the final output, the model is able to provide explicit and 

mutually exclusive predictions. Its value range is 0 to 1, and it provides a smooth and 

readable manner to indicate the likelihood of each class within the given input data. 

 

Fit: Fit method is a procedure where a model learns from the training data by adjusting 

its parameters to minimize the difference between predicted outputs and actual targets. 

This optimization process involves techniques such as gradient descent, and it iteratively 

refines the model's internal representation to enhance its predictive performance. 

 

3.6.2 Ablation study 

This study's ablation study digs at the significance of several components of the machine 

learning model. The study intends to examine and evaluate the contributions of individual 

sections by systematically changing particular elements of the model architecture and 

evaluating their impact on performance indicators. The study reveals the relative 

importance of these components in impacting the model's predicted accuracy and 

robustness through selective alterations such as eliminating specific layers or modifying 

their configurations. The findings of this research are vital in refining the model's design 

and training process, revealing critical features that have a substantial impact on its 



©Daffodil International University  24 

 

overall performance. This procedure enables educated decisions about optimizations that 

can improve the model's efficiency and efficacy. Finally, the ablation study serves as a 

diagnostic tool, allowing for a better knowledge of the model's operation and driving 

adjustments for improved performance. 
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CHAPTER 4 

Experimental Results and Discussion 

4.1 Experimental Setup 

TensorFlow was used as the primary deep learning framework in this study's 

experimental setup, which was run in the Google Colab and Kaggle notebook settings. 

The computational activities were carried out on a machine with an Intel Core i5 

processor, 8GB of RAM, Intel UHD, and an NVIDIA GeForce MX 130 graphics card. A 

1TB hard disk and a 128GB Solid State Drive (SSD) were used for storage, ensuring 

efficient processing of the dataset and model training procedures. These materials jointly 

aided in the training, validation, and assessment of multiple convolutional neural network 

architectures for robust experimentation and analysis. 

 

4.2 Experimental Result and Analysis 

Study 1: When the training began, the model had a loss of 0.7130 and an accuracy of 

0.7836. It had a loss of 0.5990 and an accuracy of 0.8103 during the validation phase. 

Study 2: Significant improvements were observed after moving on to the second study. 

The training loss was reduced to 0.3571, while the accuracy increased to 0.9219. During 

the validation phase, there was a loss of 0.3647 and an accuracy of 0.8972. 

Study 3: As the training progressed, further advancements were visible. With an accuracy 

of 0.9461, the training loss was reduced to 0.2884. Validation resulted in a loss of 0.2880 

and an accuracy of 0.9209. 

Study 4: Continuing the iterative learning process, the training loss was reduced to 

0.2574 while keeping the excellent accuracy of 0.9461. The validation phase 

demonstrated a reduction in loss to 0.2404 and an increase in accuracy to 0.9368. 

Study 5: The model continues to improve, with a training loss of 0.2252 and an accuracy 

of 0.9580. Validation revealed a 0.2176 loss and a 0.9447 accuracy. 



©Daffodil International University  26 

 

Study 6: As the study progressed, the training loss stayed constant at 0.2237 with an 

accuracy of 0.9565. Validation revealed a reduction in loss to 0.1935 and an increase in 

accuracy to 0.9565. 

Study 7: The training loss remained constant at 0.2076 with an accuracy of 0.9565 

throughout the investigation. Validation revealed a loss of 0.1952 and a precision of 

0.9506. 

Study 8: The model had a training loss of 0.2083, but an accuracy of 0.9555. Validation 

revealed a reduction in loss to 0.1740 and an increase in accuracy to 0.9605. 

Study 9: In particular, the model obtained a training loss of 0.1966 with an increased 

accuracy of 0.9605. Following validation, the loss increased slightly to 0.1833, with an 

accuracy of 0.9545. 

Study 10: As the training loss decreased further, it reached 0.1797, with an accuracy peak 

of 0.9718. Validation yielded a decreased loss of 0.1694 and an accuracy of 0.9605. 

Study 11: The training procedure was consistent, with a loss of 0.1755 and an accuracy of 

0.9669. Validation resulted in a loss of 0.1692, resulting in an accuracy of 0.9565. 

Study 12: As the study progressed, the training loss fell to 0.1685, but the accuracy 

increased to 0.9738. Validation revealed a 0.1563 loss and a 0.9704 accuracy. 

Study 13: As it progressed, the model showed a training loss of 0.1687, significantly 

lowering accuracy to 0.9610. Validation revealed a reduction in loss to 0.1472 and an 

increase in accuracy to 0.9664. 

Study 14: As the learning process progressed, the training loss increased marginally to 

0.1706 while retaining a high accuracy of 0.9694. Validation revealed a 0.1529 loss and a 

0.9664 accuracy. 

Study 15: After further optimization, the training loss was reduced to 0.1537 while 

maintaining an accuracy of 0.9708. Validation revealed a 0.1572 loss and a 0.9644 

accuracy. 
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Study 16: As the training period progressed, the loss was 0.1631 with a maintained 

accuracy of 0.9679. Validation revealed a loss of 0.1551, but an accuracy of 0.9704. 

Study 17: The model was consistent, with a training loss of 0.1666 and an accuracy of 

0.9679. Validation revealed a loss reduction of 0.1446 and an accuracy of 0.9625. 

Study 18: The training approach demonstrated long-term effectiveness, with a loss of 

0.1519 and an accuracy of 0.9699. Validation resulted in a slight loss of 0.1505, with an 

accuracy of 0.9644. 

Study 19: There were more improvements, with a training loss of 0.1535 and an accuracy 

of 0.9748. Validation resulted in a loss of 0.1437 and an accuracy of 0.9704. 

Study 20: The model was consistent, with a training loss of 0.1488 and an accuracy of 

0.9708. Validation revealed a 0.1502 loss and a 0.9625 accuracy. 

Study 21: The model improved further, with a training loss of 0.1480 and an accuracy of 

0.9743. Validation revealed a 0.1327 loss and an accuracy of 0.9684. 

Study 22: Significant progress was made, with the training phase suggesting a loss of 

0.1509 and an accuracy of 0.9763. Validation revealed a loss of 0.1423 and a precision of 

0.9723. 

Study 23: The model's robustness was maintained, with a training loss of 0.1403 and an 

accuracy of 0.9753. Validation revealed a loss of 0.1386 and a precision of 0.9644. 

Study 24: Significant development was made in the training phase, with a loss of 0.1442 

and an accuracy of 0.9708. Validation revealed a somewhat lower loss of 0.1376 and an 

improved accuracy of 0.9783. 

Study 25: The model demonstrated consistency, with a training loss of 0.1377 and an 

accuracy of 0.9758. Validation revealed a 0.1367 sustained loss and a 0.9723 accuracy. 

Study 26: The training period progressed steadily, with a loss of 0.1360 and an accuracy 

of 0.9728. Validation revealed that the consistent loss was 0.1402 and the accuracy was 

0.9664. 
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Study 27: The model performed well, with a training loss of 0.1383 and an accuracy of 

0.9788. Validation revealed a loss of 0.1436 and a precision of 0.9605. 

Study 28: Moving on, the training phase had a loss of 0.1359 and an accuracy of 0.9773. 

Validation revealed a loss reduction of 0.1326 and an accuracy of 0.9763. 

Study 29: The model was consistent, with a training loss of 0.1338 and an accuracy of 

0.9758. Validation revealed a 0.1401 loss and a 0.9743 accuracy. 

Study 30: The training phase culminated the iterative analysis with a minimized loss of 

0.1267 and an accuracy of 0.9802. Validation revealed a 0.1340 reduction in loss and a 

0.9743 increase in accuracy. 

The experiment produced encouraging findings, demonstrating the model's progressive 

improvement over 30 iterations. During both the training and validation phases, the data 

demonstrated a steady pattern of lowering loss and improving accuracy. This pattern 

indicates that the model can learn and generalize well from the dataset. The study's 

iterative structure allowed for a thorough understanding of the model's performance, 

proving its capacity to converge toward ideal settings. These findings provide a solid 

platform for further investigation and potential application in actual applications, 

confirming the model's effectiveness in the context of the issue area. 

 

4.2.1 Performance analysis of the models 

VGG19 Model 

The foundation model of the VGG19 model I built is based on the VGG19 architecture. It 

is initialized with pre-trained ImageNet weights and does not include the fully linked 

layers. After the base model, there is an addition of a 2D convolutional layer with 512 

filters, ReLU activation, and 'same' padding. Batch normalization is used, then global 

average pooling and regularization with a 0.5 dropout rate. A dense layer with softmax 

activation for multi-class classification with five classes makes up the output layer. With 

a learning rate of 0.0001 and categorical crossentropy as the loss function, the model is 



©Daffodil International University  29 

 

assembled using the Adam optimizer. For a predetermined number of epochs, the training 

is carried out on the supplied data generators (train_generator_vgg and 

validation_generator_vgg). When the validation loss does not improve for further epochs, 

early halting is used with a patience of 8. This allows the best weights to be restored. For 

additional analysis, the training progress is kept in the history_vgg variable. 

 

Figure 4.1: Workflow Diagram of VGG19 Model 

Accuracy: 98% 

Precision: 96.06% 

F1 Score: 97.22% 
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Figure 4.2: Confusion Matrix for VGG19 Model 

 

ResNet50 Model 

With pre-trained ImageNet weights and without the fully linked layer, the ResNet model 

is built with the ResNet50 architecture. A 2D convolutional layer with 512 filters, batch 

normalization, ReLU activation, and global average pooling are among the other layers. 

Dropout and global average pooling are used for regularization after this. A dense layer 

with softmax activation for multi-class classification with five classes makes up the 

output layer. With a learning rate of 0.001 and categorical crossentropy as the loss 

function, the model is assembled using the Adam optimizer. Two callbacks are put into 

practice: EarlyStopping to stop overfitting and ReduceLROnPlateau to schedule learning 

rates. Performance is tracked using validation data after the model has been trained on the 

training set of data for 20 epochs with predetermined batch sizes. After 5 and 10 epochs, 
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the learning rate is supposed to drop. If the validation loss does not improve after 10 

epochs, early halting is implemented and the best weights are restored. 

 

 

Figure 4.3: Workflow Diagram of ResNet50 Model 

Accuracy: 48% 

Precision: 89.22% 

F1 Score: 62.88% 

 

 

Figure 4.4: Confusion Matrix for Restnet Model 
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Inception Model 

The basic model of the InceptionV3 model you built is based on the InceptionV3 

architecture; it is initialized with pre-trained ImageNet weights and does not include the 

fully linked layers. Afterwards, 512-filter 2D convolutional layer with ReLU activation 

and 'same' padding is added. Batch normalization is used, then global average pooling 

and regularization with a 0.5 dropout rate. A dense layer with softmax activation for 

multi-class classification with five classes makes up the output layer. With a learning rate 

of 0.0001 and categorical crossentropy as the loss function, the model is assembled using 

the Adam optimizer. The train_generator_inception and validation_generator_inception 

data generators are used to carry out training for the predetermined number of epochs. 

When the validation loss does not decrease over the course of subsequent epochs, early 

halting is applied with an 8-period patience to recover the optimal weights. For additional 

analysis, the training progress is kept in the history_inception variable. 

 

Figure 4.5: Workflow Diagram of Inception V50 Model 

Accuracy: 96% 

Precision: 95.57% 

F1 Score: 96.90% 



©Daffodil International University  33 

 

 

Figure 4.6: Confusion Matrix for Inception Model 

 

Comparative Analysis of Models: 

VGG19 and InceptionV3 exhibit much higher accuracy and superior F1 scores than 

ResNet50, making them the clear winners in terms of model performance. While 

VGG19's total precision is still impressive, it is little less precise than ResNet50 and 

InceptionV3. VGG19 and InceptionV3 perform better because of the same training 

strategies—using pre-trained ImageNet weights and identical architectures. Notably, 

ResNet50 trails in accuracy even with pre-trained weights; this could be related to its 

unique architecture and training process. When these factors are taken into account, 

VGG19 and InceptionV3 both become compelling candidates; the choice that is made in 

the end may depend on particular needs like interpretability, computational efficiency, or 

model complexity. In my opinion, VGG19 is the better model because of its strong 

overall performance. 

 

Observation: 
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The VGG19, ResNet, and Inception CNN models were compared, and the results showed 

that VGG19 performed exceptionally well, with 98% accuracy, 96.06% precision, and 

97.22% F1 score, indicating a well-balanced classification capability. ResNet, on the 

other hand, demonstrated difficulties with an accuracy of 48% and a lower F1 score of 

62.88%, indicating a trade-off between recall and precision, even though it was able to 

reach 89.22% precision. On the other hand, Inception demonstrated strong performance 

with high accuracy (96%), precision (95.57%), and an F1 score of 96.90%. These results 

highlight the significance of taking certain task requirements into account when choosing 

a CNN design, since each model showed different strengths and limitations in terms of 

classification performance. 

 

 

Figure 4.7: BarChart 

Accuracy: The ratio of accurately predicted instances to total instances in the dataset. In 

machine learning, the model's performance is measured by the number of right 

predictions divided by the total number of predictions. It's a simple indicator that's critical 

for determining how effectively a model is functioning overall. 

 

Validation Accuracy: This measure evaluates a model's performance on a validation 

dataset. It assesses how successfully the model predicts outcomes for data that it has not 

been trained on. Validation accuracy is useful in determining how well a model 



©Daffodil International University  35 

 

generalizes to new, previously unknown data. It is critical to avoid overfitting, which 

occurs when the model just memorizes the training data rather than learning patterns that 

may be applied to fresh data. 

 

Loss: In machine learning, loss refers to the mistake in the model's predictions when 

compared to the actual ground truth. It measures the discrepancy between anticipated and 

actual data to determine how well the model performs. Lower loss levels indicate 

improved performance. Depending on the nature of the problem, several loss functions 

(such as cross-entropy and mean squared error) are used. 

 

Validation Loss: Like validation accuracy, validation loss assesses the mistake in the 

validation dataset. It computes the difference between the expected and actual values for 

the validation data. It is an important statistic to evaluate during model training since it 

helps determine if the model is overfitting or underfitting. Lower validation loss suggests 

that the model is more generalizable. 

 

 

Figure 4.8: Train and Validation Accuracy Curve                    
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       Figure 4.9: Train and Validation Loss Curve 

 

4.3 Discussion 

The performance of the Convolutional Neural Network (CNN) model is rigorously 

evaluated, with emphasis on assessment criteria such as the confusion matrix, ROC 

curve, accuracy, and loss curves. These metrics provide a thorough picture of the model's 

accuracy in categorizing data instances. The confusion matrix shows the true positives, 

true negatives, false positives, and false negatives of the model, elucidating its prediction 

accuracy. Meanwhile, the ROC curve can be used to assess the model's sensitivity and 

specificity. The accuracy and loss curves provide information about the model's learning 

dynamics over time. The model's efficacy in classification tasks is highlighted by the 

combination of these indicators, which also confirms its robustness and reliability for real 

applications. 
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CHAPTER 5 

Impact on Society and Sustainability Plan 

5.1 Impact on Society  

This work has had a significant impact on society, particularly in the areas of technical 

advancement and healthcare. The potential uses of sophisticated convolutional neural 

network (CNN) models stretch across multiple fields. These models have the potential to 

change diagnostic methods in healthcare by assisting in the early diagnosis and correct 

classification of diseases. By allowing for timely interventions, this could greatly 

improve patient outcomes. Furthermore, improvements in broader technology fields lead 

to greater image processing capabilities, paving the door for smarter surveillance 

systems, efficient image identification in autonomous cars, and enhanced security 

measures. The societal impact of technology is found in stimulating innovation, 

enhancing efficiency, and eventually positively altering numerous elements of people's 

lives. 

 

5.2 Ethical Aspects  

The ethical implications of using powerful CNN models in image processing and 

healthcare applications are critical. Concerns about privacy occur with surveillance 

systems, demanding strong rules to assure ethical data collection and use. Maintaining 

patient confidentiality and data security is crucial in healthcare. Furthermore, biases in AI 

models may lead to incorrect choices, particularly in healthcare diagnostics, potentially 

affecting patient care. Transparency in model building is essential, as is correcting biases 

through diverse and representative datasets. It is critical to ensure that these technologies 

serve everyone without regard to gender, color, or socioeconomic background. To 

balance innovation with responsible and ethical use of technology, ethical considerations 

should connect with regulatory frameworks. 
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5.3 Sustainability Plan   

Creating a long-term strategy for using AI-driven CNN models entails a number of 

considerations. It is critical, first and foremost, to ensure the models' durability and 

relevance by ongoing updates and modifications to emerging technologies. Adopting 

energy-efficient techniques and optimizing computer resources can help to lessen the 

environmental impact of model training's massive computations. Furthermore, 

encouraging collaborations and open-source initiatives encourages information sharing 

and collective advancement in the subject, which contributes to long-term development. 

Implementing hardware component recycling and reuse procedures decreases electronic 

waste. Adopting ethical data collecting and management procedures builds confidence 

among stakeholders, encouraging long-term partnerships and societal support. These 

initiatives contribute to a long-term framework for AI-driven CNN models. 
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CHAPTER 6 

Limitation, Conclusion and Implication for Future Research 

6.1 Limitation  

The application of CNN models has some restrictions. For starters, these models rely 

largely on the quantity and quality of accessible data; inadequate or biased datasets might 

jeopardize their performance and generalizability. Furthermore, the interpretability of 

CNNs remains a difficulty because their decision-making processes are frequently 

opaque, making it difficult to grasp how conclusions are formed. Another constraint is 

computational needs; training and inference methods frequently necessitate significant 

computing resources, restricting accessibility in resource-constrained contexts. 

Furthermore, these models may be vulnerable to adversarial assaults, where altered input 

data might result in inaccurate predictions. Finally, ethical and privacy concerns about the 

possible exploitation of AI technologies arise, emphasizing the necessity for strong 

legislative frameworks to handle these challenges. 

 

6.2 Future Research 

Numerous obstacles stand in the way of the widespread use of Convolutional Neural 

Network (CNN) models in different fields. First of all, biased or inadequate datasets 

might impair the performance and generalization capacities of these models, as their 

efficacy depends on the quantity and quality of the data. Furthermore, CNN 

interpretability presents a problem because it might be difficult to understand the 

reasoning behind their results due to the opaque nature of their decision-making 

processes. Another limitation is computational needs. The training and inference stages 

frequently call for significant computing power, which restricts accessibility in contexts 

with limited resources. Furthermore, CNNs might be vulnerable to adversarial assaults, in 

which manipulated input data might provide predictions that are off. Finally, worries 

about the privacy and ethical ramifications of AI technologies highlight the necessity of 
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strong legal frameworks to address these issues and guarantee the responsible use of 

CNN models in a variety of applications. 

 

6.3 Conclusion  

In the end, the use of Convolutional Neural Networks (CNNs) demonstrates promise 

advances in image identification applications. The CNN model's effectiveness in picture 

categorization was shown by thorough experimentation and measurement of performance 

indicators such as accuracy, loss, and confusion matrices. While noting its potential 

societal consequences and ethical concerns, it is critical to overcome limitations such as 

data biases, interpretability issues, computing intensity, and vulnerability to adversarial 

attacks. By negotiating these hurdles and appropriately exploiting CNNs, progress can be 

made in a variety of areas, while ongoing research and ethical norms are essential for 

long-term success. 

 

6.4 Implication for Further Study   

The study's findings point to numerous directions for future research in the field of image 

identification using Convolutional Neural Networks (CNNs). Future study could focus on 

enhancing CNN architectures to reduce biases and improve interpretability. Investigating 

novel regularization techniques, increasing dataset diversity, and experimenting with 

transfer learning methodologies could all help enhance model generalization. 

Furthermore, investigating CNN's applicability across several domains and expanding the 

study to accommodate multi-modal data could broaden its influence. Furthermore, 

investigating CNNs' resilience against adversarial attacks and their real-world 

deployment implications necessitates additional research for thorough knowledge and 

trustworthy implementation. 
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