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Identifying the acidic or basic behavior of surface
water: a QM/MM-MD study

Md Al Mamunur Rashid, a Mofizur Rahman,b Thamina Acterc and Nizam Uddin*d

Controversies on the water surface were theoretically addressed with the help of large scale quantum

mechanical molecular dynamics (QMMD) simulations on water surface model systems with and without

excess hydroniums and hydroxides. It was revealed that the thermodynamic surface structures of these

ions strongly depend on their location and dipole orientation. Fast hydronium diffusion by proton

transfer establishes a wider kinetic depth distribution (B6 Å) than that predicted by its thermodynamic

affinity for the water surface, while slow hydroxide is shallowly trapped below the outermost molecular

layer (3–4 Å). In addition, the anisotropic orientation of surface water dipole can generate a substantial

magnitude of surface potential, which extends to a depth of a few molecular layers. With these distinc-

tively different surface properties of two ions and water molecules, the seemingly contradictory observa-

tions of acidic and negatively charged water surfaces may be successfully explained. That is, the

negative surface charge of neutral water mostly stems from intrinsic water properties such as water

dipole orientation and electron density spillage at the surface, rather than surface OH� ions. The

enhanced acidity of the water surface can be attributed in large part to the kinetic depth profile of ion

density in addition to static thermodynamic origin. Furthermore, the different depth profiles of the two

ions may differently affect the surface-sensitive spectroscopic observations.

1. Introduction

The water surface is an important subject of research in many
scientific disciplines and technologies. Despite extensive stu-
dies to understand the properties of the water surface at a
molecular level, many mysteries and controversies still remain.
The origin of the surface charge of water is one example.1

Electrophoretic mobility measurements of air bubbles and oil
drops in water showed that the surface of neutral water is
negatively charged, with the zeta (z) potential of a bubble in
neutral pure water of about �65 mV.2,3 The observations were
interpreted as evidence of the strong adsorption of hydroxide
(OH�) ions at the water surface.3 On the other hand, nonlinear
optical spectroscopic studies of the structure of air/water
interfaces4,5 and interfacial acid–base reactions6 indicated that
hydronium (H+) ions have a higher concentration at the surface
of water than in the bulk phase. In the case of OH� ions,

nonlinear spectroscopic studies reported results that can be
interpreted in terms of a wide range of behaviors,4,5 from slight
enhancement of OH� at the air/water interface to strong
depletion, but not strong enhancement.

Computational studies have not yet reached a consensus
in this issue either. A majority of MD simulations with CP2K/
BLYP/DZVP,7 POL3,8 CPMD/BLYP,9 MS-EVB3,10 and SWM4-NDP11

show that H+ ions are attracted to the air–water interface,7–11 but
OH� ions do not display preference for the surface.7,8,11 Contrast-
ing to these results, other theoretical studies with polarizable
models,12 CP2K/BLYP/TZV2P,13,14 and polarizable MS-EVB15 indi-
cate that H+ ions have equal propensity for the surface and bulk,
whereas OH� ions exhibit a shallow minimum at the interface.
It appears that, even with the same AIMD (ab initio molecular
dynamics) simulation techniques, contrasting conclusions have
been deduced.

The orientation of surface water dipoles can also contribute
to the surface charge and potential. The surface potential
resulting from water dipoles has been examined using mole-
cular dynamics simulations using different water models and
ab initio charge distributions.16–26 However, the surface poten-
tials predicted from these simulations showed a large variation;
the surface potentials calculated from the ab initio charge
distributions have positive values (w E +3.1 V; negative surface
charges with the O atom of surface water pointing outward),22,23

whereas several point-charged water models give negative values
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(w E �0.9 to �0.5 V).24–26 Recently, Cendagorta and Ichiye21

suggested that the discrepancy may have originated from the
inclusion of multipole moments of the charge distribution in
the calculation of the electrostatic potential, which could be a
source of an error, and that the surface potential can be obtained
mostly by considering only the dipole orientation of water in MD
simulations. In a recent study conducted by G. Cassone,27 the
profound impact of electric fields on water molecules was
explored, with a particular focus on the proton transfer process
and the role of nuclear quantum effects (NQEs). Through the use
of computer simulations and ab initio molecular dynamics, this
research delved into the formation of charged species, such as H+

and Zundel ions, under the influence of electric fields. The inclusion
of NQEs was found to be a pivotal factor, significantly altering
proton conductivity and water behavior.28–30 The study underscores
the crucial importance of considering NQEs when investigating the
behavior of light atoms, particularly protons, in the presence of
electrostatic gradients. NQEs were revealed to reduce the molecular
ionization threshold and transform water into a protonic semicon-
ductor, increasing proton conductivity by approximately 50%.
Furthermore, the quantum nature of protons, encompassing zero-
point motion and quantum tunneling, exerts a profound influence
on proton transfer properties under electric fields. Thus, incorpor-
ating the NQEs in simulations is indispensable for capturing the
complete spectrum of proton transfer behavior and providing an
accurate description of water’s response to electrostatic gradients.

An important question in the discussion of the surface
charge of water is the thickness of the surface phase. This issue
has been somewhat neglected in previous studies of water
surface properties, although it is a long-standing question in
the use of the Gibbs adsorption equation to relate the surface
free energy change to the surface composition. The original
Gibbs formulation assumed zero thickness for the surface
phase. In reality, however, chemical composition at a surface
changes gradually from the outermost layer to the interior
region. Therefore, it is important to know how the properties
of interest vary across the surface region, or adequately define
the thickness of the corresponding surface phases, the region
in which the properties can be differentiated from those in the
bulk phase. The surface phase thickness is particularly impor-
tant in the discussion of various experimental observations on
the surface charge issue because different techniques probe
different depths of a surface. Key questions here include the
distributions of H+ and OH� ions near the water surface and
water dipole orientations.

Several years ago, Lee et al.31 examined the depth distribu-
tions of H+ and OH� ions at the surface of amorphous solid
water (ASW) samples by measuring the surface voltage pro-
duced by an ionized acid or base. While both H+ and OH� ions
showed tendency to reside on the surface, the former was
distributed over a deeper region from the surface than the
latter, and this difference resulted in a different voltage of the
acid or base-added surface. This observation reveals that it is
necessary to account for the depth distributions of H+ and OH�

ions in order to properly understand the surface chemical and
electrical properties resulting from these ions.

In the present paper, we explore some fundamental ques-
tions related to the surface charge issue of water using a series
of quantum mechanical (QM) molecular dynamics (MD) simu-
lations. We used the hybrid QM/MM method with advanced
water models, which has been shown32 to be successfully
applied to MD simulations of various chemical processes in
aqueous solutions.33–42 Specific questions explored in this work
include the propensities of H+ and OH� ions for the water
surface, their depth distributions and dynamic properties, the
orientation of water dipoles, and their contribution to the
surface potential and charge. We also speculate how these
fundamental surface phenomena may be able to explain some
of the disputable experimental observations reported in the
literature.

2. Computational methods

A QM/MM water slab model of a 30 � 30 � 30 Å box was
designed for the surface dynamics of H3O+ and OH� ions as
shown in Fig. 1. It includes a total of 900 water molecules with a
liquid density of 1.012 g cm�3. A cylindrical QM region contain-
ing either H3O+ or OH� with 35 QM water molecules was
embedded as represented with green color. The height and

Fig. 1 A water slab model of the 30 � 30 � 30 Å box. In order to model
the air/water interfaces, the periodic length along the z-direction was set
to 100 Å. The cylindrical QM boundary condition with the height and radius
of 10 Å and 6 Å, respectively, is applied on the center of the surface as
indicated with a green line. The depth of water is measured from the air/
water interface. Therefore, the center of the box along the z-direction is 15
Å as shown above. More detailed descriptions of models are explained in
the computational details.
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radius of the cylindrical boundary were 10 Å and 6 Å, respec-
tively. In order to model the vacuum/water interfaces, the
periodic length along the z-direction was set to 100 Å. To
prevent the mixing between QM and MM waters, the harmonic
force constant of 2 kcal mol�1 Å�2 was applied at the boundary
of the cylinder. The center of mass of the QM molecule was also
constrained to remain in the center of the cylinder with a force
constant of 5.0 kcal mol�1 Å�2.

In our previous study,42 we conducted QM/MM-MD simula-
tions to assess proton transfer efficiency using various quan-
tum chemical methods, including DFT with various functionals
such as BLYP and B3LYP, as well as MP2 and CCSD(t). We also
explored various basis sets, including 6-31G(d), cc-pVDZ, cc-
pVTZ, and cc-pVQZ. Our findings from these investigations led
to the conclusion that B3LYP and MP2 represented appropriate
levels of theory to accurately describe both hydronium trans-
port and hydroxide transport. We concur that a double-zeta
basis set like 6-31G(d) may be viewed as relatively small for DFT
and might not provide highly accurate results for systems
characterized by significant electron correlation. Typically,
basis set convergence is expected at the triple-zeta level for
such systems. However, we have found that 6-31G(d) consis-
tently delivers excellent results while remaining cost-effective
and efficient, aligning well with experimental data.32–42 The use
of a triple-zeta basis set in QM/MM-MD simulations would
substantially increase computational demands, including time
and cost, while offering only marginal improvements in accuracy.

MD simulations with the NVT ensemble were performed
at two different temperatures of 250 K and 300 K, where the
former condition possibly represents ASW. To describe the MM
waters, the TIP5P water model was carefully selected after
confirming the minor effect of solvent polarization as a result
of the preliminary simulations. In order to obtain the equili-
brium properties of H3O+ and OH� ions along the z-direction
(depth of water), umbrella samplings (US) were performed with
a force constant of 10 kcal mol�1 Å�2. The choice of these force
constants (2, 5, and 10 kcal mol�1 Å�2) was made after extensive
testing to ensure that they do not disrupt the simulated water
behavior. A total of seven windows along the z direction were
utilized which covers z = 0 Å (surface) to z = 6 Å (bulk) depth
with a spacing of 1.0 Å. At each umbrella window, QM/TIP5P-
MD was performed for 50 ps with initial equilibrations of 10 ps.
The potentials of mean force (PMF) from the umbrella sam-
plings were obtained using the weighted histogram analysis
method (WHAM).43 The two-dimensional PMF was obtained by
simply binning the dipole AD angle on the basis of one-
dimensional umbrella sampling windows along the depth
coordinate, Rz = 0–6 Å. Our simulations produced smooth
and noiseless PMF profiles (see Fig. 2 and 3) covering a range
from 0 to 6 Å (bulk) depth with a spacing of 1.0 Å, indicating
that the selected force constants do not adversely affect the
behavior of the simulated water molecules. Furthermore, we
estimated the statistical error of our simulations by calculating
the square of cumulative statistical error, following the method
suggested by Zhu and Hummer.44 The resulting estimated
square of cumulative error in our calculated free energy is

Fig. 2 Potentials of mean force (PMF) along the Rz-coordinate perpendi-
cular to the interface for (a) H3O+ at 300 K and (b) OH� at 300 K and 250 K.
Error bars are shown as the vertical dashed lines throughout the graph.

Fig. 3 (a) Definitions of Rz and AD. The angle 1801 indicates that oxygen of
hydronium or hydroxide points to the bulk, and angle 01 is toward the
surface. 2D PMFs along the Rz-coordinate and rotational angle between
the z-direction and the dipole (AD) of (b) hydronium at 300 K and that of
hydroxide at (c) 300 K and (d) 250 K were obtained on the basis of one-
dimensional umbrella sampling windows.
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0.10 kcal mol�1, which indicates that our PMF calculations
have reached convergence.

Using the same water slab model, we also performed MD
simulations for the water dipole orientation at the water surface
with non-polarizable TIP5P as well as polarizable EFP (Effective
Fragment Potential) parameters. While alternative high-end
water potentials such as MBpol and q-aqua exist, we chose
the QM/MM-EFP approach due to several advantages: (i) it
significantly reduces computational overhead, (ii) it offers high
computational accuracy, and (iii) it allows for improvement by
combining advanced quantum chemical theories with tradi-
tional atom-center Gaussian basis sets. It should be noted that
we did not take into account any dispersion correction in our
study during the MD calculation, as we have already proved that
our QM/MM-MD approach can yield the similar results without
considering the dispersion correction.32–42 MD simulations
with these parameters ran for 1 ns with initial equilibrations
of 100 ps within the NVT ensemble at a temperature of 300 K.
The smooth and converged PMF, obtained from the MD
simulations of 50 ps (with an initial equilibration of 10 ps)
and 1 ns (with an initial equilibration of 100 ps), ensured us
that the simulation time was accurate. All calculations were
performed with a modified version of GAMESS.45

3. Results and discussion
3.1. Free energy and structure of surface-residing H+ and OH�

ions

To explore the propensity of hydronium and hydroxide ions for
the water surface, their free energy surfaces were calculated
along the penetration depth. To obtain the corresponding PMF
(potential of mean force), umbrella samplings of the two ion
positions along the z-direction (depth, Rz) were individually
performed within the QM region of our embedded QM/MM
model systems as discussed in the computational details. Since
the umbrella samplings of ion positions were performed at Rz =
0–6 Å, the PMFs would represent the ion position at the water
surface as well as the early stage of penetration into the bulk
region (see Fig. 2). In the case of hydronium simulations
(Fig. 2a), a strong minimum appears at Rz = 0–2 Å, which is
below the free energy of the reference point (Rz = 6 Å) by
2 kcal mol�1. This surface preference of hydronium is consistent
with previous theoretical studies7–11 as well as with experiments.4–6

However, in contrast to previous theoretical studies, two
minima near Rz = 0.5 and 2.0 Å appear in our hydronium
PMF. We have also computed error bars for the PMF using
umbrella sampling simulations. The error bars were calculated
following best practices, and we found that they are within an
acceptable range.

To characterize the minima, two-dimensional PMF was
generated by adopting an additional coordinate of hydronium
dipole angle (AD, see Fig. 3a) in addition to Rz, as shown in
Fig. 3b. Remarkable angle (AD) dependencies can be found in
the two-dimensional PMFs. Two minima appear at Rz = 2.0 Å in
Fig. 3b, a deep one at AD = 1401 and a shallow one at AD = 20–801.

The former (A) corresponds to a hydronium structure with an
oxygen dangling bond. The dangling bond is a bond without a
hydrogen bond due to it pointing to the gas phase. On the other
hand, the latter represents a hydronium with a hydrogen dangling
bond. Near the top-most layer (Rz = 0.5 Å), a minimum (B) with
AD = 1401–1801 is found, which represents a strong preference of
the hydronium structure with an oxygen dangling bond. The
distance of B1.5 Å between B and A may correspond to the
intra-layer O–O vertical distance within a water bilayer, implying
a remarkable vestige of the water bilayer at the aqueous water
surface involving a hydronium ion. This result is quite reasonable,
since the water surface should be structurally much more con-
strained than bulk due to the lack of the surrounding water
molecules. Therefore, the two minima around Rz = 0–2 Å in
Fig. 2a is in fact composed of A and B types, representing a water
bilayer structure. A free energy barrier at Rz = 4 Å (Fig. 2a) separates
the surface bilayer and bulk regions. Fig. 3b shows that the barrier
region (TS+) has slight preference at a dipole angle of B1001.
Collectively, the hydronium penetration path into the bulk region
can be depicted as a sequence of A - B - TS+, which accom-
panies dipole angle change from 1801 to 1001 during the event.

Fig. 2b shows the results of QM/MM-MD simulations for
hydroxide at 250 and 300 K. Two different temperatures were
chosen for the simulation because the hydroxide diffusion
mechanism depends strongly on temperature, from predomi-
nant Brownian diffusion at low temperature to proton transfer
at high temperature.42,46 Our simulation at 300 K yields only a
weak minimum near Rz = 3.5 Å in Fig. 2b, in accord with
previous studies,8,11 showing that the surface preference of
hydroxide is weaker than that of hydronium. However, the
situation changes quite significantly in the low temperature
simulation, where the minimum becomes almost as stable as
the reference point.

The respective two-dimensional PMFs are presented in
Fig. 3c and d. Two weak minima at D300 (3.7 Å, 801) and C300

(3.0 Å, 201) appear in the 2D PMF at 300 K of Fig. 3c. They
correspond to the structures where the hydroxides are nearly
parallel and perpendicular to the surface, respectively (see the
notation in Fig. 3a). The former (D300) may represent an
intermediate between the surface and bulk structures, while
the latter (C300) corresponds to the hydrogen dangling bond
structure of hydroxide. The C300 structure can be understood by
the fact that the hydroxide hydrogen is much less positively
charged than hydronium and neutral water,47 which does not
favorably interact with solvent water. A low free energy barrier
(TS300) connecting D300 with the bulk region exists at (1001,
4.0 Å). Collectively, the bulk penetration of hydroxide can be
described as a sequence of C300 - D300 - TS300 with the
corresponding 201 to 1601 angle rotation. The large angle
change indicates the importance of rotational dynamics for
the penetration. As discussed above, since the proton transfer
plays a minor role in the hydroxide diffusion, the depth
distribution of hydroxide can be mostly determined by the slow
rotation and translation dynamics of molecular hydroxide.
The slow rotation and translation dynamics can be largely
affected by the temperature, which is demonstrated by the
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PMF simulated at 250 K (Fig. 2b). As compared to 300 K, the
overall free energy surfaces are significantly lowered in the
simulation at 250 K. According to the 2D PMF of Fig. 3d,
the location of hydroxide with a hydrogen dangling bond is
broadly distributed from 2.0 (C1250) to 3.7 Å (C2250), expanding
its depth thickness. On the other hand, the D250 has a larger
dipole angle of 1201 as compared to D300. These species (C and
D) become significantly more stable at lower temperature. It is
pointed out that both C2250 and D250 coexist at approximately
the same depth of 4.0 Å. A large rotational barrier (TSCD)
between the species C2250 and D250 discourages their intercon-
versions in the low temperature. Collectively, the rotational
penetration of hydroxide at 250 K can be described as a
sequence of C1250 - C2250 - TSCD - D250 - TS250.
A translational diffusion can also occur directly via a sequence
of C2250 - F with a barrier of B2 kcal mol�1. In short, the
surface preference of hydroxide is greatly enhanced at lower
temperature, which can be attributed to the temperature sensi-
tivity of rotational and translational dynamics as well as
the broad depth distribution of hydroxide with a hydrogen
dangling bond.

The snapshots of hydronium at A and B points, and hydro-
xide at C1250, C2250, D250, and E are shown in Fig. 4. The bold
orange line represents the surface, and the orange and green
balls represent hydronium and hydroxide, respectively. The
dotted yellow line represents the hydrogen bonds connected
either with hydronium or hydroxide. Fig. 4a and b show the
structures at A and B, respectively, where oxygen dangling

bonds are clearly seen. Fig. 4c–f represent the rotational
penetration sequence of hydroxide (C1250 - C2250 - D250 - E),
where the rotation of the dipole angle is clearly seen. Our analysis
revealed the distinctly different structures of surface hydroniums
and hydroxides, which strongly depend not only on the depth but
also on their dipole angles. Hydroxide tends to reside 1–2 Å deeper
than hydronium. Both surface ions prefer particular dipole angles,
representing their restricted surface structures. In the case of the
surface hydroxide structure, the surface preference is significantly
increased at a lower temperature due to its slow Brownian
dynamics. These differences in surface structures would yield an
asymmetric distribution of the two ions near the surface.

However, the behavior of hydronium ions at different tem-
peratures, especially in the context of proton transfer, is a
complex interplay of various factors, including thermal fluctua-
tions, quantum effects, and energetic barriers. At lower tem-
peratures, the quantum nature of particles becomes more
pronounced, leading to larger zero-point motion and an
increased likelihood of quantum tunneling events. These quan-
tum effects can indeed favor proton hopping mechanisms over
classical Brownian motion, which relies on thermal fluctua-
tions. In this study, we emphasized the fast proton hopping
mechanism with a low energy barrier, although it should be
acknowledged that this mechanism may involve quantum
effects, particularly at lower temperatures. The preference for
proton hopping could be due to a combination of thermal
fluctuations and quantum effects, with quantum tunneling
playing a more significant role at lower temperatures. It’s
crucial to recognize that estimating the exact contributions of
these factors can be challenging due to the subtlety of the
energy differences involved and the complexity of proton trans-
fer in the condensed phase. Additionally, the dominance of one
mechanism over the other may depend on the specific condi-
tions and timescales of the system under study. Therefore, the
discussion regarding the dominant proton transfer mechanism
at different temperatures can be revisited to consider the
interplay between thermal fluctuations and quantum effects,
especially in the context of the very subtle energy barriers
involved in proton transfer processes. Further research and
more refined computational techniques may be necessary to
provide a more comprehensive understanding of this complex
behavior.

3.2. Transport dynamics of H+ and OH�.

Analysis of the individual trajectories of hydronium and hydro-
xide revealed drastically different transport mechanisms of
hydronium and hydroxide ions toward the interior region.
The main transport mechanism of hydronium is proton hop-
ping, whereas that of hydroxide is rotational diffusion. Such a
difference is reminiscent of their transport behaviors in the
bulk solution phase discovered in our previous work.42 Fig. 5
shows the schematic transport traces of hydronium and hydro-
xide. While the OH� ion diffuses into the bulk by a slow
rotational process, the H3O+ ion takes a fast proton hopping
mechanism. The proton hopping barriers were investigated by
calculating the single point energy as a function of the location

Fig. 4 Snapshots of the most probable configurations of hydronium at A
(a) and B (b), and those of hydroxide at C1250 (c), C2250 (d), D250 (e) and E (f)
along the z-direction.
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of the proton transferring between the two O atoms. In the
proton hopping mechanism, the H+ of H3O+ is transferred to
H2O while the H+ of H2O is transferred to OH�. The geometries
of H5O2

+ and H3O2
� at each location were first optimized at the

B3LYP/6-31G(d) level of theory. By using B3LYP/6-31G(d), we
can get the predicted hopping barrier which is closer to that of
MP2,42 indicating relatively small tunneling effects. In order to
introduce the solvation effects into the hopping proton, the
calculations were performed at O–O distances of 2.54 and
2.60 Å.42 The shared proton was displaced along the line
joining the two O atoms while keeping all other degrees of
freedom fixed. While the proton hopping barrier is about
0.5 kcal mol�1,42 the rotational free energy barrier is about
2.0 kcal mol�1 in Fig. 3d. The difference in barrier heights gives
rise to different transport speeds of hydronium and hydroxide.
In the solution phase, the typical timescale of proton transfer of
hydronium is B50 fs or less,42 while that of hydroxide rotation
dynamics is known to be 2.9 ps (295 K) and 9.2 ps (280 K).48

Such a drastically different transport speed of two ions would
yield quite different kinetic effects in their reaction behavior
compared to that simply expected from their thermodynamic
population distributions. This aspect shall be discussed in the
following section.

3.3. Depth distributions of H+ and OH� ions: thermodynamic
versus kinetic effect

The thickness of the surface phase, where the specific proper-
ties of interest are differentiated from those in the bulk, can be
defined in terms of either the concentration profile of species
(thermodynamic depth) or its acting range (kinetic depth).
As described in the previous section, hydronium shows thermo-
dynamic preference for surface residence and is distributed
mainly at z = 0–2 Å. On the other hand, hydroxide is trapped in
the region z = 3–4 Å, one bilayer below the surface.

The kinetic depth of hydronium may be estimated by con-
sidering the distance of proton transfer (PT) of surface-residing
hydroniums. For this, the average rate of PT of hydroniums in
the surface region (B4 Å) was calculated from the trajectories,
and the results are shown in Table 1. The average PT rate for
hydroniums at 300 K is 16.8 ps�1, which indicates about 17 PT

events for every 1 ps. In contrast, the average PT rate for
hydroxide is 1.63 ps�1 at 300 K and 0.16 ps�1 at 250 K, which
is 10–100 times slower than that for hydronium. In terms of
transition state theory (TST), the free energy barrier differences
between hydronium (0.5 kcal mol�1) and hydroxide (2 kcal mol�1)
yielded a rate ratio of 2.3/0.12–10, which is consistent with our PT
rate ratios from our simulations. Table 1 also shows the average PT
distance in the z-direction. Utilizing these data, statistical ion
distributions along the depth may be generated with the 1-D
random-walk model of PT events. The ions initially residing at
the surface develop a concentration profile as a function of z-
distance and time, c(z,t), which is calculated from the diffusion
equation as

c z; tð Þ ¼ n0

AðpDtÞ1=2e
�z2=4Dt;

where n0 and A are the number of particles and surface area,
respectively. The corresponding 1-D diffusion coefficient is D = e2/
2dt, where e is the size of a step of the random walk and dt is the
time elapsed between two successive steps.

Fig. 6 shows c(z,t) for the hydronium at 300 K and hydroxide
at 300 K and 250 K. These profiles indicate the kinetic depth
distributions attained only by PT events at a specified time. The
kinetic effect will extend the depth of the surface phase that is
defined only by the static density profile of the ions. For
instance, although hydronium mainly resides close to the sur-
face in the thermodynamic distribution (Fig. 2), it can reach a
depth of B10 Å via proton transfer within 1 ps (Fig. 6a), thereby
widening the effective thickness of the ‘‘acidic surface phase’’.
Conversely, for an acid–base reaction occurring on the surface,
subsurface hydroniums can traverse the surface region and
participate in the surface reaction; this will increase the effec-
tive surface population of hydroniums from its actual surface
population. On the other hand, this extra kinetic effect is
relatively insignificant for hydroxide because of its inefficient
PT event. In short, rapid proton transfer of hydroniums can
make the effective thickness of the acidic surface phase signifi-
cantly wider than the thermodynamic depth distribution of
hydroniums.

3.4. Orientation of surface water dipoles

Apart from the contribution of surface residing ions, the sur-
face potential of water can be produced by an inhomogeneous
charge distribution at the surface. For example, at a metal
surface the positive charge resides on the ions at lattice sites,
while the electron density decays over a distance of B1 Å from
its bulk value to zero under vacuum. The surface potential due

Fig. 5 The diffusion mechanisms from the surface to the bulk. While
hydronium hops via proton transfer, hydroxide takes a slow rotational
pathway.

Table 1 The average proton transfer (PT) rate and PT distance for
hydronium at 300 K, hydroxide at 300 K and hydroxide at 250 K at the
outermost molecular layer (B4 Å)

Avg. PT rate Avg. PT z-distance

Hydronium (300 K) 16.8 1.03
Hydroxide (300 K) 1.63 1.28
Hydroxide (250 K) 0.16 1.04
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to the electron density spillage exists universally for all material
surfaces and has a substantially large magnitude. At a water
surface, anisotropic intermolecular interactions produce a
small net orientation of water dipoles, and this can also give
rise to a corresponding surface potential. In addition to the
surface ions, water dipoles can create surface charges. We
examined the orientation of water molecules near the water
surface and estimated their contribution to the surface
potential. As described in the Computational details section,
MD simulations for the interfacial water structure were per-
formed using both non-polarizable TIP5P and polarizable EFP
water models. Since the EFP has not only polarization terms but

also multipoles up to octupoles, it offers by far the most
sophisticated molecular parameters and would properly repre-
sent the contributions of internal charge distribution to inter-
molecular electrostatic interactions. Fig. 7 displays the
calculated orientational distribution of the z component of
water dipoles in the first molecular layer (B3 Å depth). The
negative value of mz in the figure indicates that the oxygen of water
points outward, which corresponds to the negative surface charge.
In the case of simulations with non-polarizable TIP5P, 70% of
water molecules have configuration with negative dipole moment,
whereas the simulations with EFP indicates 88%. Both water
models consistently indicate the negative surface charge by the
surface water dipole arrangements.

The surface potential originating from the orientation of
surface water was estimated as follows. The surface potential
is defined as the difference between the liquid-phase inner
potential, j(zinner), and the vapor-phase outer potential,
j(zouter). It may be calculated by integrating the total interfacial
electric field, Ez(z), across the air/liquid interface.

w ¼ jðzinnerÞ � jðzouterÞ

¼ �
ðinner
outer

Ez z0ð Þdz0 ¼ �4p
ðinner
outer

rðz0Þdz0 (1)

The interfacial electric field is obtained by integrating
the spatial charge density at a distance z, r(z), while the

Fig. 6 The kinetic depth distributions of hydronium and hydroxide ions
deduced from the analysis of ion penetration trajectories. The curves are
for (a) hydronium at 300 K, (b) hydroxide at 300 K and (c) hydroxide at
250 K.

Fig. 7 The distributions of z-component dipole moment (mz) near the
water surface (3 Å inside of the surface) obtained from MD simulations
using (a) TIP5P and (b) EFP water potentials.
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contributions in x and y directions are averaged out by sym-
metry. The spatial charge density of each water molecule may
be analyzed by a truncated multipole expansion including the
terms from dipole and quadrupole. Recently, however, Cenda-
gorta and Ichiye21 have shown that the surface potential
originates mostly from the contributions of dipole orientation,
and the contributions of higher multipoles are insignificant. In
this case, the surface potential is approximately calculated as:

w � �
ðinner
outer

Ez z0ð Þdz0 � �
ðinner
outer

1

ere0

XNA

i¼1

mzi
A
dz0; (2)

where mz is the dipole moment along the z direction, A is the
interface area in the x–y plane, and NA represents the number
of water molecules in the unit volume of A � 1 ML (molecular
layer). Fig. 8 represents the surface potential and corres-
ponding interfacial electric field along the z direction as
obtained by eqn (2) on the basis of the MD simulated structures
of the water surface. The result from TIP5P-MD simulations
yields a surface potential of w = +0.56 V. This value is slightly
higher than the surface potentials estimated in previous stu-
dies using different water models of TIP3P (+0.275 V), TIP4P-Ew
(+0.4 V), TIP5P-E (+0.125 V), and SSDQO1 (+0.02 V).21

The simulation with EFP yielded a surface potential of w =
+1.05 V, which is about twice higher than that from the non-
polarizable TIP5P water model. The large variation in w values
indicates that the interfacial water structure and the resultant
anisotropy in dipole orientation are very sensitive to the water
models used.21 Despite the large variance in magnitude, all the
water models including sophisticated EFP indicate positive w
values, which unanimously support dipolar polarization at the
water surface with the O atom pointing outward yielding the
negative charge of the water surface.

We may define the surface region with anisotropic water
dipole orientation as the ‘‘dipolar surface phase’’, where a
strong internal electric field and a potential drop occur. The
dipolar surface phase extends to a depth of B10 Å for pure
water, as shown in Fig. 8.

3.5. Rationale for different experimental observations

As mentioned in the Introduction, the experimental observa-
tions and theoretical interpretations show considerable discre-
pancies with regard to the charge state and acid–base
properties of water surfaces. We may seek for a plausible
explanation for some of the controversial issues on the basis
of the depth distributions of hydronium and hydroxide ions
and the dipolar surface phase of water described above.

(i) Surface charge of water. The surface of neutral water
is negatively charged according to the measurements of
z-potentials (about �0.1 V) of air bubbles and oil droplets in
water2,3 and streaming potentials of inert solids in contact with
water. Our calculations show that a substantial magnitude of
surface potential (w = +0.56 V for the TIP5P model and 1.05 V for
the EFP model) is developed by the anisotropic orientation of
water dipoles at the surface, generating a dipolar surface phase
with the negative pole at the surface. The dipolar phase extends

to a depth of about 1 nm from the surface (Fig. 8). This depth is
comparable to the location of the shear plane in electrophoretic
mobility experiments, which is estimated to be usually between
0.3 and 6 nm from the dividing surface, depending on the
nature of the interface.49 Therefore, the voltage across the
dipolar surface phase within the depth of the shear plane will
contribute to the z-potential of the interface in electrophoretic
experiments. We stress that the surface potentials calculated
in the present work by MD simulations are qualitative and
further improvement will be needed. Also, the location of the
shear plane that divides the surface potential is quite uncertain.
Nonetheless, the present calculations clearly show that the
surface potentials originating from oriented water dipoles are
large enough to account for the experimentally observed sur-
face potentials of water, without the necessity of invoking the
contributions from other sources such as externally added ions.

The accumulation of OH� ions at the water surface might be
considered as an alternative explanation for the negative charge
of the water surface. Order-of-magnitude calculation shows that

Fig. 8 The potential (j(z), left ordinate, solid line) and the electric field
(Ez(z), right ordinate, dashed line) along the z direction of the air/liquid
interface obtained from the MD simulations using (a) TIP5P and (b) EFP
potentials. The vertical dotted lines at z = 0 represents the surface with a
density of 0.5 g cm�3. A positive w value means a negatively charged
surface.
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to generate a surface voltage of B0.1 V across a depth of
B1 nm, the ion density in the surface region needs to be as
large as B5 � 1017 ions per m2. This would require an increase
of the surface density of OH� by 105 times compared to the
OH� concentration in the bulk phase of neutral (pH = 7) water.
Such a high propensity of OH� for the surface is unrealistic;
neither experiments nor theoretical models support the strong
adsorption of OH� at the water surface. There seems to be only
one report that claims strong interfacial charging of oil-in-water
emulsion droplets by OH� ions.50 With all the available infor-
mation collected together, it is reasonable to interpret that the
negative surface charge of water mostly stems from anisotropic
water dipole orientation, and the contribution of surface OH�

ions should be negligible for neutral water.
(ii) Electric field at the water interface. The question of

whether the low value for proton transfer is related to the local
electric fields at the interface is indeed an important and
relevant one. The presence of strong electric fields at the water
interface can potentially influence proton transfer rates and
mechanisms. However, it’s important to note that the behavior
of water at interfaces is a complex and multifaceted topic, and
the relationship between electric fields, proton transfer, and
the water interface is still an area of active research. In our
study, we have observed that the proton transfer mechanism in
hydronium ions at the water surface occurs rapidly, with a low
energy barrier, indicating a relatively small tunneling effect.42

This observation suggests that local electric fields at the inter-
face may not be inhibiting proton transfer as strongly as
previously thought.

However, it’s important to note that the behavior of water at
interfaces can vary depending on several factors, including
temperature, pressure, and the presence of other solutes or
ions, which can lead to different observations in different
studies. For instance, the discrepancy between our findings
and some literature reports, such as the one51 suggesting the
presence of large electrostatics at the interface, may arise from
differences in the specific systems, conditions, or methodo-
logies used in those studies. On the other hand, recent experi-
ments52 and ab initio simulations53 suggest that the probability
of dissociating water at the interface is the same as in the bulk.
These findings may indeed be valid for their specific experi-
mental conditions or system setup. These conflicting observa-
tions emphasize the complexity of the water interface and the
potential sensitivity of its behavior to specific conditions and
the need for further investigation of water at interfaces.

Understanding the interplay between electric fields, proton
transfer, and the water interface is a complex and challenging
task. We acknowledge these contrasting findings and suggest
that the behavior of water at interfaces may be highly sensitive
to specific conditions. The complex nature of water interfaces,
which involve various forces such as electrostatics, hydrogen
bonding, and van der Waals interactions, makes it essential to
consider a range of factors in interpreting experimental and
computational results. Besides, NQEs play a crucial role in
the proton transfer process and should be considered in the
description of the behavior of light atoms, especially protons in

water systems. The inclusion of NQEs in simulations enhances
the understanding of accurately modeling the behavior of
water and H-bonded systems,31 proton transfer processes
under electric fields, ultimately shedding light on the profound
influence of electrostatics and quantum effects on water’s
behavior. Neglecting NQEs could limit the description of pro-
ton behavior, particularly in the presence of electrostatic gra-
dients. However, in our study, we chose to focus on classical
molecular dynamics simulations using a QM/MM approach.
This choice was made due to the computational demands of
full quantum calculations, especially over long timescales and
for large systems. We acknowledge that NQEs can impact
proton behavior, and this is an important aspect that we have
not directly addressed in our current work due to the computa-
tional challenges involved in large-scale QM/MM simulations
with NQEs. We encourage future research efforts to reconcile
these differences and provide a more comprehensive under-
standing of the role of electric fields at the water interface in
proton transfer processes. By addressing these complexities
and limitations, we can advance our knowledge of water inter-
faces and their relevance to various scientific contexts.

(iii) Surface propensity of H3O+ and OH�. Nonlinear opti-
cal spectroscopic studies of the water surface structure4,5

indicate the enhancement of hydronium density at the surface.
Similar measurements for hydroxide ions show results that can
be interpreted in diverse ways,4,5 from slight enhancement
of OH� at the surface to strong depletion. The spectroscopic
methods used in these works such as vibrational sum-
frequency generation (VSFG) probe the structure of the water
surface typically within a depth of 1–2 molecular layers,
depending on the vibrational structure of interest.54

This probing depth nicely overlaps with the region of H3O+

enhancement, as shown by the depth distribution of H3O+ ions
in Fig. 2. Therefore, the VSFG technique can be very effective to
detect the surface accumulated H3O+ ions. On the other hand,
OH� ions prefer to reside in the interior region or can be
shallowly trapped below the outermost molecular layer (3–4 Å
from the surface, Fig. 2). Under this situation, VSFG detection
of OH� species at the surface will not be as effective as that
for H3O+.

(iv) pH at the water surface. The degree of the enhancement
of H3O+ density at the air/water interface has been estimated by
measuring the acid–base equilibrium of a surface-active pH indi-
cator with an electronic sum-frequency generation method.6 The
study showed that the pH of the water surface is lower than that of
the bulk by about 1.7. The observation quantitatively indicates the
degree of enhancement of H3O+ activity at the water surface. As
pointed out in the previous section, however, the hydronium
surface population measured by means of surface reactions may
be affected by kinetic effects in addition to the static density profile
of the ions. If subsurface hydronium species additionally partici-
pated in the acid–base reaction at the surface via fast PT events,
then the measured pH of the water surface may be lower than the
pH corresponding to the static population of hydronium ions.
That is, the surface activity of hydronium may depend not only on
static population but also on transport dynamics.

PCCP Paper

Pu
bl

is
he

d 
on

 0
2 

N
ov

em
be

r 
20

23
. D

ow
nl

oa
de

d 
by

 K
or

ea
 I

ns
tit

ut
e 

of
 S

ci
en

ce
 a

nd
 T

ec
hn

ol
og

y 
/ K

IS
T

 o
n 

4/
12

/2
02

4 
7:

25
:5

0 
PM

. 
View Article Online

https://doi.org/10.1039/d3cp02080k


This journal is © the Owner Societies 2023 Phys. Chem. Chem. Phys., 2023, 25, 31194–31205 |  31203

4. Conclusions

In order to address the current controversies on the surface
states of water, we have performed large scale QM/MM-MD
simulations on water surface model systems with and without
excess hydroniums and hydroxides. Emphasis was put on under-
standing for the dynamical behaviors of surface-residing hydro-
niums and hydroxides and their spatial depth distributions, as
well as possible origins of surface charge of water. The following
conclusions can be drawn from this study.

(i) Hydronium shows strong preference for a water surface
with its free energy minima in the topmost surface layer, which
confirms the result of previous simulation studies. The surface-
residing hydronium ions can migrate to the interior region via
proton hopping events, which occur fast (B0.1 ps) with a low
energy barrier (B0.5 kcal mol�1). As a result, the kinetic depth
distribution of hydroniums may be wider than their thermo-
dynamic positional depth distribution.

(ii) Hydroxide does not show strong surface preference
owing to the difficulty of maintaining the optimal solvated
structure with four hydrogen bonds at the surface. A shallow
local energy minimum appears for hydroxide right below the top
surface layer at 300 K, and this well depth increases at 250 K. The
hydroxide migration mechanism mainly involves slow rotational
motion with a barrier height of B2.0 kcal mol�1, with only minor
contribution of a proton transfer mechanism.

(iii) Anisotropic dipole orientation at the water surface
generates negative surface charges and corresponding inter-
facial electric field. This voltage of the dipolar surface phase
should be responsible for a large portion of surface potentials
of neutral water measured in experiments.

(iv) The thickness of the surface phase of water can vary
significantly depending on the properties of interest. The acidic
surface phase with enhanced hydronium population exists
within a depth of B3 Å from the surface. Due to fast proton
transport, however, the kinetic depth of the acidic surface
phase can be significantly extended to B6 Å. The basic surface
phase due to shallow trapping of hydroxides exists in the 3–4 Å
region below the surface. The dipolar surface phase of pure
water with anisotropic water dipole orientation extends to a
depth of B10 Å.

(v) Therefore, the seemingly contradictory observations that
the water surface is more acidic than its interior, by nonlinear
optical spectroscopic studies,4–6 and that the water surface is
negatively charged, by electrophoretic measurements,2,3 can be
explained by the surface propensity of hydronium ions and the
negative surface charges contributed by surface water dipoles
as well as asymmetric electron density distribution. These new
discoveries will bring the anisotropic dipole orientation of
surface water molecules. These new discoveries will bring our
understanding of the water surface properties closer to reality.
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