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ABSTRACT 

 

People use different social media platform to express their thoughts in their profiles or 

write comments on various aspects of world. Then a huge amount of data is generated 

and are stored on the internet in an unorganized, unstructured way. In this age of digital 

technology, million even trillion numbers of data are generated and it has become 

difficult to analyze those data manually. But sentiment analysis is the scientific way to 

extract valuable insights from the data, analyzing data and preparing those for using in 

various purposes. In the world, a large number of people live with different languages 

as their medium to communicate with others and achieve other objectives. This study 

was conducted to analyze sentiment of Bangla content from social media data. This 

study aims to analyze sentiment in two general categories: Positive and Negative. It 

basically defines content carries what emotions, either positive or negative of people in 

a particular context. This sentiment analysis approach is conducted using Machine 

Learning and Natural Language Processing (NLP) techniques. The outcome of this 

study is to develop a model that can accurately measure emotional states from social 

media content. This finding can have a bold effect on understanding the public opinion 

on various issues. From these findings, it can be valuable in real-world events in 

business, culture, society and more. 

 

Keywords – Sentiment Analysis, Machine Learning, Natural Language Processing 

(NLP).    
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CHAPTER 1 

INTRODUCTION 

 

1.1 Introduction 

 

In this era of digital age social media has become integral part of daily life, we cannot 

think a moment without using Social Media platforms like Facebook, Instagram, 

Twitter and others. People use Facebook to communicate with others, for sharing 

thoughts or feelings on various context. Those thoughts, feelings can be defined as 

Sentiment. Through these things enormous amount of data is generated daily which can 

present valuable insights. But those data are stored in unstructured way and analyzing 

those unstructured data became difficult. It needs a structured way for analysis. 

Machine Learning, Natural Language Processing, Deep Learning techniques creates 

scope to conduct a structured and scientific way to analysis and extract sentiment from 

text data. 

 

In the time period of 2021-2022 world’s population is seen in increasing with growth 

rate 0.83%. From year 2022 to 2023 population again increased at 0.88% growth rate 

and became 8.1 billion in 2023 [1].  As population is increasing the usage of social 

media is also increasing day by day. From January 2022 to January 2023 the growth 

rate was 2.1%. There also seen increasing the number of users. Of the total world 

population around 60% people now use social media and the average usage time is 

around 2.24 hour daily. In the term of gender and age, Facebook is at the top in most 

used social media platform list [2]. From the world total population around 234 million 

people are native Bangla user and other 39 million people use Bangla as their second 

language. In the list of most spoken language, Bangla holds the 6th position in the world 

and 5th among the Indo-European language. About 98% Bangla language speaker are 

from Bangladesh and rest are from states in India and surrounding states [3].   

 

Sentiment Analysis holds the field of huge area of Natural Language Processing (NLP). 

As enormous research has taken place in various languages, sentiment analysis in 

Bangla Language is still emerging research problem with number of issues like lacking 

of resources, complexity of Bangla Language and so on.  A few studies were conducted 

on Multiclass Sentiment analysis but it results low accuracy for using limited dataset. 
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There also arise limitation with working on the necessary text preparation techniques. 

For gaining higher accuracy approaches like Stemming, POS tagging, Stopword 

Removal is must [4].  From the significance and important of sentiment analysis this 

study is conducted by employing advanced sentiment analysis techniques that includes 

Machine Learning Algorithms and Natural Language Processing (NLP) techniques. 

The primary objective of this study is to unveil emotional patterns and discern sentiment 

in Positive and Negative classes that offers understanding the prevailing attitudes 

within the online community.  

 

1.2 Motivation 

Sentiment analysis is useful in many fields, such as marketing, politics, public opinion 

research, and customer service. Businesses, governments, and researchers can make 

informed judgments, modify strategies, and respond effectively to the public 

psychological state if they learn about the views expressed on social media. In recent 

years, social media platforms have become part of a virtual ecosystem through which 

thoughts on various topics are formed, trends are established, and the collective voice 

of the public finds’ significance. The potential for acquiring important insights into 

prevalent emotion becomes clear to explore people’s engagement in social media 

platforms likes posts, comments. This study is motivated from the desire to extract the 

depth of information collected from these digital interactions and find the complex 

patterns of human emotions that characterize our online discourse. This initiative aims 

to contribute to the expanding field of natural language processing and machine 

learning, where the integration of technology and human expression opens up new 

opportunities. 

I hope to deliver actionable insights to consumers by understanding the underlying 

sentiment of social media data, which can affect decision-making processes, shape 

strategies, and increase our comprehension of the evolving digital environment. In the 

beginning of journey into the world of digital media the goal is to provide people, 

businesses, and officials with the tools they need to effectively navigate the numerous 

the intricate details of digital engagement. The ultimate goal is to bridge the gap 

between digital and physical emotions, enabling a better understanding of the collective 

emotions that make up our interconnected society. 
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1.3 Rationale of the Study 

 

Bangla, now a notable language in the Indian Subcontinent, is used by over 250 million 

people worldwide and ranks sixth in terms of global popularity. In Bangladesh and 

India, Bangla is used as the mother tongue and also as the native language. Previous 

researchers have looked into sentiment analysis in other languages like English, 

Chinese, and Urdu. However, sentiment analysis in the Bangla language presents 

challenges that include a lack of resources and the sensitivity of the Bengali language. 

As a result, sentiment analysis in the Bangla language remains an understudied topic 

for Bangladeshi researchers. This study offers a chance to tackle these issues by 

tweaking and improving sentiment analysis models to suit the unique quirks of the 

Bengali language.  

1.4 Research Questions 
 

The objective of this research is to explore sentiment analysis in Bangla text data from 

social media activities, taking into consideration Bangladesh's unique dialect and 

cultural aspects. The study is directed by the following research questions: 

• What linguistic challenges are there in sentiment analysis in Bengali, given its 

unique grammar and vocabulary? 

• What changes are needed to improve the accuracy of Bengali sentiment analysis 

models? 

• What impact can accurate sentiment analysis have on decision-making processes? 

• What amount of data is collected? 

• Should I build new models or use well-known and widely used machine learning 

techniques? 

1.5 Expected Output 

This paper aims to use contexts to understand human sentiment from their activities, 

such as posts and shares of the content of different topics on social media. Advanced 

techniques such as machine learning and natural language processing (NLP) provides 

us with accurate insights into content. In this study, Bangla text data are used which are 

collected from social media platforms, like Facebook. In this dataset, 80% data is used 

for training and rest 20% for testing. A common challenge in labeling sentiment occurs 
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when working with this study. The labeled sentiments may reflect biases in this dataset. 

For instance, if a dataset predominantly comprises negative sentiments, the machine 

learning model might skew towards identifying negativity. This could compromise the 

accuracy and fairness of machine-learning models. Labeled data may also have an 

imbalanced distribution, with one class significantly outnumbering the others, which 

can influence models' ability to predict less frequent sentiments accurately. By 

optimizing all the issues this study will be useful to identifying human sentiment which 

can become valuable for various purposes.  

1.6 Project Management and Finance 
 

Embarking on the sentiment analysis project as a solo endeavor, effective project 

management becomes paramount for success. The initiation involves personally 

defining the project scope, encapsulating platforms, languages, and sentiment 

categories, and my versatile skill set—encompassing natural language processing, 

machine learning, linguistics, and project management—equips me to navigate diverse 

perspectives independently. I will meticulously plan a timeline with achievable 

milestones to ensure consistent progress, and prudent resource allocation, covering 

personnel, computing, and data resources, will be central to maintaining efficiency 

without incurring additional costs.  

1.7 Report Layout 
 

The following are the contents of this research project:  

 

Chapter 1 delves into the discussion over the research motivation, study rationale, 

research questions, expected output and Project Management and Finance. In chapter 2 

it provides an overview of research's background. It also provides the facts of related 

works. A thorough description of the methodology used in this research is outlined in 

Chapter 3. It outlines the data collection process, data preprocessing techniques, and 

the specific machine learning algorithm used for sentiment analysis. Meanwhile, 

chapter 4 represents the findings of the research, including the results of the machine 

learning model and its performance evaluation.  
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Whereas chapter 5 discussed the impact of sentiment analysis on society and 

environment, its ethical aspects and also sustainability plan. Lastly, chapter 6 includes 

the discussion on the summary of this study, conclusion and future work of sentiment 

analysis. 
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CHAPTER 2 

BACKGROUND STUDY 

 

2.1 Terminologies 

Since the early 1990s, the field of sentiment analysis has seen extensive 

interdisciplinary research. Understanding and evaluating public opinion requires 

sentiment analysis. Using this information, you can identify whether a sentiment is 

positive, negative, or neutral, and then use it to analyze that data. Product reviews, 

social media monitoring, and customer feedback analysis can all be done with this 

information. However, there are only a few practical Bangla datasets available for 

research. Moreover, sentiment analysis in Bangla is still in its experimental condition. 

Researchers are increasingly turning to self-regulated Bangla datasets, as they provide 

a solution to the lack of practical Bangla datasets. 

 

2.2 Related Works 
 

In the field of sentiment analysis, numerous research efforts have produced a variety of 

techniques and approaches. In their study [4], the authors proposed a supervised deep 

learning classifier based on CNN and LSTM for multi-class sentiment analysis. They 

conducted their study using six machine learning models, where CLSTM improved 

performance and results with 85.8% accuracy and 0.86% F1 score. In another study [5], 

the authors achieved 75% accuracy using Skip-Gram with Word2vector and 

Continuous Bag of Words (CBOW) with a new word-to-index model. The paper [6] 

proposes an N-gram language model based on contextual similarity for identifying the 

stems or root forms of Bangla words. The authors implemented a 6-gram model that 

achieved 40.18% accuracy in stem identification. Authors in [7] presented the 

development process of Bengali WordNet Affect lists, which already exist in English, 

showing moderate agreement ranging from 0.44 to 0.56 Kappa Coefficient (k) for six 

emotion classes. In [8], the paper presents the attention mechanism as effective and 

efficient in analyzing Bangla sentiment or opinion. Finally, a new technique named 

PSPWA (Priority Sentence Part weight Assignment) is introduced in [9] to perform 

aspect category or term extraction on an existing dataset.  
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While using CNN, author achieves f1-score of 0.59 and 0.67 in two different types of 

datasets. “BanglaSenti” a lexicon-based corpus for sentiment analysis from textual data 

has presented in their paper [10] by Ali. The authors conducted a model simulation 

using the Bangla VADER system, which was generated by modifying the existing 

English VADER system, as mentioned in [11]. They used multiple translator systems 

and English VADER to classify sentiment from Bangla text, resulting in improved 

performance compared to existing models. In [12], the authors experimented with word 

embedding methods for sentiment analysis, specifically Word2Vec Skip-gram and 

Continuous Bag of Words. The results showed that the Word2Vec Skip-gram model 

achieved higher accuracy (83.79%) compared to other models. In [13], the authors 

conducted a thorough study using supervised machine learning (ML) and supervised 

deep learning techniques for classification tasks. They employed algorithms such as 

NB, SVM, and LR in ML approaches, achieving an accuracy of 86.7%. In deep learning 

approaches, they obtained an accuracy of 72.86%. Researchers [14] studied people's 

emotions during the COVID-19 period using various deep learning algorithms. CNN 

achieved an accuracy of 97.24%, while LSTM achieved 95.33% accuracy. Authors [15] 

developed their own methodology for calculating sentiment from Bangla text using 

valency analysis. They utilized WorldNet to sense each word based on parts of speech 

and SentiWordNet to obtain prior valence for each word. Their approach prioritized 

three emotion classes: Analytical, Depressed, and Angry. In [16], a novel approach for 

sentiment analysis using Naïve Bayes Classification was presented in the context of 

Bengali Facebook statuses' language rules detection. For automatically extracting 

sentiment from Bangla microblog posts and identifying text polarity (positive or 

negative), researchers [17] explored SVM and MaxEnt algorithms while experimenting 

with combinations of various feature sets. In another study [18], the potentiality of 

BERT in sentiment analysis was explored, particularly for aspect-based sentiment 

analysis. The authors claimed that BERT outperformed other algorithms in terms of 

effectiveness and generality. The authors [19] conducted a study using linear and non-

linear support vector machine and N-gram techniques on diverse web-based data. In 

their paper, they used N-gram techniques to create vectors containing more than one 

word instead of single-word vectors. Implicating N-grams, they achieved a better result.  
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In their paper [20], the authors proposed a framework that includes a classification 

model of a neural network variance, which is a Convolutional Neural Network (CNN). 

Instead of the existing Bangla sentiment classifier, CNN obtains an accuracy of 99.87%. 

The authors used a dataset consisting of Bangla and Roman languages to test sentiment 

analysis in LSTM, one of the Deep Recurrent models, in their paper [21]. They also 

demonstrate two types of cross-entropy: binary cross-entropy and categorical cross-

entropy. Another work [22] was conducted using classical and deep learning 

algorithms. SVM, Random Forest, CNN, FastText, and Transformer-based models Ire 

included among those algorithms. The authors used this model to present a comparison 

of their performance. This study suggests that the unexplored algorithm performs best 

for sentiment analysis tasks, particularly transformer-based models. In their study [23], 

the authors conducted a supervised sentiment analysis using Recurrent Neural 

Networks (RNN), which is a deep learning model. They classified textual information 

into three categories and compared deep learning-based algorithms for representing 

Bangla sentences based on characters. They presented a comprehensive study on 

sentiment analysis using Bangla conversation data. For their study, they employed 

common machine learning approaches and initially labeled the data as positive and 

negative to extract information. Another work [25] on sentiment analysis was 

conducted in the domain of deep learning. It states that approaches like Recurrent 

Neural Networks (RNN) with long short-term (LSTM) Ire applied to a cricket-based 

dataset. This study achieved an accuracy of 95% with LSTM, which surpassed the 

performance of other methods. A study [26] was conducted based on the Aspect-Based 

Sentiment Analysis (ABSA) model for e-commerce product reviews. The study also 

transformed its analysis output into definitive recommendations. In their approach, they 

classified the dataset into four categories: positive, negative, neutral, and conflicting, 

and proceeded with further processes. The authors [27] utilize the word2vec model for 

their sentiment classification study. In their procedure, they introduce a novel approach 

to extract sentiment from words. They attain an accuracy of 75.5% by combining the 

word2vec word co-occurrence score and sentiment polarity score. The ABSA-based 

work in sentiment analysis in the Bangla language domain is conducted in their paper 

[28]. They conducted their study using the publicly available dataset.  
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They introduce a baseline approach for their aspect-based sentiment analysis task to 

extract sentiment from the dataset. The authors proposed a lexicon-based approach for 

sentiment analysis in their paper [29]. They utilized the Semantic Orientation 

Calculator (SO-CAL) to perform polarity classification, assigning instances to either 

positive or negative classes. They suggest that this approach consistently delivers good 

performance. In their paper [30], the authors conducted a study using the Support 

Vector Machine (SVM) algorithm. They applied TF-IDF pre-processing methods for 

data processing and later trained the model with SVM. The outcome of this study 

showed a very promising score. The authors of the paper [31] proposed an unsupervised 

method for analyzing consumer reviews. They also used a supervised method. In their 

work, they applied the association rule of data mining to the unsupervised method, 

achieving an F1-score of 67%. However, the supervised method outperformed other 

methods with an F1-score of 84%. The authors [32] discussed the supervised learning 

algorithm for classifying sentiment from Twitter messages. They used distant 

supervision with machine learning algorithms for classification. Their study yielded an 

accuracy above 80% using Naïve Bayes, Maximum Entropy, and SVM classifiers. In 

their paper [33], the authors present a thorough discussion on analyzing emotional 

expression, particularly based on Ekman's six emotion classes. Additionally, they also 

consider three types of intensities for text annotation. They found satisfactory outcomes 

for each emotion class. The paper [34] finds the use of a combination of unsupervised 

and supervised techniques for document-level sentiment polarity annotation. They 

propose a model that leverages both continuous and multi-dimensional sentiment 

annotation. The results of their study show that their model outperforms previously 

used methods. The authors conducted a study analyzing sentiment analysis on electric-

based products from Twitter text data in their paper [35]. They mentioned that this 

analysis will have an impressive effect in identifying domain information. To achieve 

this, they introduced a new feature vector capable of classifying tweets into different 

classes and extracting people's opinions on certain products. The authors conducted this 

analysis using machine learning techniques. Another work was also performed for 

sentiment analysis based on Twitter data. The authors [36] proposed a framework for 

analyzing sentiment. The study provides step-by-step details about the process. For 

their work, the authors used machine learning algorithms such as Naïve Bayes and 

Decision Tree. 
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2.3 Comparative Analysis and Summary 

The above presented discussion on sentiment analysis of different types of research 

works performed by different research teams shows that in recent years there seen a 

growing number of research works on Bangla text. It presents that there remain a few 

good outcomes impacting the sentiment analysis task. But challenges arise in terms of 

resources, although there is hope that this field will become more resourceful and 

resulted as a proven and impactful task for analysis public sentiment. 

 

The overview of various research' topics, methodologies and results is provided in 

Table 2.1 below. 

 

Table 2.1: AN OVERVIEW OF RELATED RESEARCH WORKS 

 

Serial 

No. 

Authors name Methodologies Descriptions Results 

1. R. Haque et al CNN, LSTM, 

CLSTM 

Using CNN, LSTM model for 

multiclass sentiment analysis. 

85.8% accuracy 

and 0.86 F1 score 

by proposed 

CLSTM model 

2. M. Rahma et al Word2vector Using Word2Vec model, three 

features are extracted 

75% accuracy by 

skip-gram model 

3. T. T. Urmi et al N-gram model Using N-gram model detecting 

similarity in words 

40.18% accuracy 

by 6-gram model 

4. D. Das et al SentiWordNet Using SentiWordNet they 

extract text sentiment to six 

basic emotions 

Kapp coefficient 

result 0.44 to 0.56 

for six emotion 

classes 

5. F. A. Naim et al CNN Using CNN model, performed 

aspect category or term 

extraction  

0.59 and 0.67 f1-

score for two types 

of datasets by CNN 

6. S. H. Sumit et al Word2vec, Skip- 

Gram and 

CBOW model 

Using Word2vec Skip- 

Gram and CBOW model, 

exploring Bangla sentiment 

analysis 

83.79% accuracy 

by Word2vec Skip- 

Gram model 

7. S. S. Salehin et al Naïve Bayes, 

SVM, LR, 

LSTM model 

Using Naïve Bayes, SVM, LR, 

LSTM model, five features are 

extracted 

86.7% accuracy by 

SVM 

8. M. S. A. Pran et 

al 

Deep learning 

model 

Using deep learning model, 

extracted three features 

97.24% by CNN 

and 95.33% by 

LSTM 

9. M. H. Alam et al CNN model Using CNN model, extracted 

three features 

99.87% by CNN 
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2.4 Scope of the Problem 
 

This research delves into the unexplored territory of sentiment analysis on Bengali 

social media data, aiming to uncover the complex linguistic and cultural aspects 

inherent to the language. The scope encompasses challenges such as linguistic diversity, 

code-switching, cultural sensitivity, the use of symbols of emotion, and the 

sophisticated handling of sarcasm and irony. The study also takes into account the 

evolving nature of language, the interaction between multiple dialects, and the evolving 

role of social media in language use, all of which contribute to the complexity of 

sentiment analysis. The study, moreover, pays particular attention to temporal 

dynamics, which play a pivotal role in shaping sentiment expressions, thus influencing 

the interpretation of data. For instance, the varying expressions of the same sentiment 

can indicate different emotional states over time, which, if not accounted for, may lead 

to misleading results. The study also seeks practical applications in real-world 

scenarios, envisioning a comprehensive understanding of sentiment expression among 

Bengali social media users. By addressing these challenges, the research contributes 

not only to the advancement of sentiment analysis but also provides valuable insights 

into the sentiments of the Bengali-speaking community in the digital era. 

 

2.5 Challenges 

Working with the Bangla Dataset may pose a lot of challenges, including data 

collection, data labeling, Negation handling, data cleaning, and a few more. Manually 

collecting data from social media platforms like Facebook is time-consuming. Web 

scrapping is another way, but the availability of proper scrapping tools and their 

working efficiency raise questions. So, to skip these issues, data is collected from 

Kaggle and GitHub. These are open-source platforms for any content. Then comes the 

data labelling issue. Though in the existing dataset, data is assigned to labeling, data 

labeling is still a major issue in the sentiment analysis task. It may create bias with the 

data label, which can affect the final output. A sentence that contains a negation word 

usually denotes a negative sentence, but it can also be a positive sentence based on what 

the main theme of the sentence is or what the sentence expresses.  
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CHAPTER 3 

RESEARCH METHODOLOGY 

 
3.1 Research Subject and Instrumentation 
 

The primary focus of this study is the large and growing accumulation of Bengali social 

media users interacting online. The research topic revolves around various Bengali 

social media users and their textual expressions and the tool consists of a customized 

integration of linguistic tools, cultural remarks and machine learning models. This 

integrated strategy works to uncover the sentiments interconnected into the fabric of 

Bengali social media, providing significant insight into the complex dynamics of 

sentiment expression in the digital age. 

 

3.2 Data Collection Procedure 
 

This section describes data collection procedures. Datasets are evaluated based on size, 

user demographics, and linguistic diversity to ensure they align with research 

objectives. Existing datasets from Kaggle, an open-source data repository, are used for 

sentiment analysis. Consequently, the preliminary stage involves finding and choosing 

Bengali language-based social media datasets on Kaggle. This includes posts, 

comments, and interactions on Facebook. The amount of data collected is 15,525. 

Where 13,536 data are used in subsequent processes.  

 

 

 

 

 

  

 

 

 

 

 

 

Fig-3.1: Dataset Visualization 
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3.2.1 Attributes 
 

There were 2 attributes in our raw datasets. Those are Text and Tag. For further 

approaches more attributes like Text, Label, cleaned are generated. But the main 

attribute among them is, Label and Cleaned. Moreover, the pre-processed dataset is 

splits into two different datasets- a training dataset is used to develop the model, and a 

test dataset is used to evaluate it. In table 3.1 dataset splitting proportion is given below.  

 
Table 3.1: DATA SPLITTING PROPORTION 

Train 80% 

Test 20% 

 

 

3.3 Statistical Analysis 
 

As the dataset comprises 13536 data, 6307 are for Negative Sentiment and the 

remaining 7229 are for Positive Sentiment. Technique for extracting features 

before model training the TF-IDF Vectorizer is used to transform the text documents 

into a token count matrix. Several machine learning models are used to discover the 

best-fitting approaches for this dataset; better accuracy is the ultimate objective here.   

 

3.4 Proposed Methodology 
 

The methodological approach for understanding Bengali social media data must be both 

comprehensive as well as culturally sensitive to gain a deeper understanding of their 

sentiments. A detailed description of the research methodology is presented in this 

section. It describes how sentiment analysis can be explored in the context of Bengali 

language. The following figure in figure 3.2 presents the necessary steps of the 

proposed methodology. Later a quick overview of the steps will be given.  

 

 

 

 

 

 

 

 



©Daffodil International University   14 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

Fig-3.2: Proposed Methodology 

 

3.4.1 Data Pre-processing 

In the preprocessing phase, the text is transformed to optimize it for subsequent 

analysis. The dataset, specifically the data from the 'Text' feature, undergoes cleaning 

and standardization to ensure optimal performance when integrated into the sentiment 

analysis model.  

 

The first steps involve tokenization, breaking down each word into individual tokens. 

This results in structured representations of the text, facilitating easier linguistic 

analysis. Following tokenization, noise removal is implemented to eliminate extraneous 

elements such as special characters, symbols, and irrelevant punctuation. This cleanup 

process ensures that subsequent analyses focus on extracting meaningful patterns from 

the text. 

 

 

 

Classification 
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To further enhance the quality of the data, various text pre-processing techniques are 

applied in this study: 

1. Remove hashtags, URL’s, HTML tags, symbols, and punctuation: Extraneous 

elements that do not contribute to sentiment analysis, such as hashtags, URLs, HTML 

tags, symbols, and punctuation, are systematically removed. This step simplifies the 

text and allows the model to concentrate on core linguistic content. 

2. Remove both Bangla and English digits: Numerical digits, both in Bengali and 

English, are removed to reduce numbers that might interfere with sentiment analysis. 

This ensures a focus on textual patterns without numerical distractions. 

3. Tokenization: Tokenization breaks down the text into individual tokens, resulting 

in a structured and analyzable representation of the textual data. 

4. Remove Stopwords and Duplicate Words: Stopwords, common words that do not 

contribute significantly to sentiment, are removed to streamline the dataset. 

Additionally, duplicate words are eliminated to speed up the analysis. 

By implementing these techniques, the study aims to refine the textual data, making it 

more conducive to accurate sentiment analysis. These steps in figure 3.3 contribute to 

the overall optimization of the sentiment analysis model, making sure that it can 

effectively capture and interpret the sentiments expressed in Bengali social media data. 

 

 

 

 

 

 

 

 

 

 

Fig-3.3: Text pre-processing & cleaning 
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The preprocessing steps described the result given below figure 3.4 in a refined and 

standardized textual dataset that is ready to be analyzed further.  

 
Before pre-processing: 

 

 

After pre-processing: 

 

 

Fig-3.4: Text pre-processing Result 

 

3.4.2 Classification 

Social media user can obtain feeling or emotion when go through content on various 

context. Analyzing those users’ emotion that they express over social media allows to 

determine whether it has earned a good or bad review. The basic concepts are the same 

as in English, with a focus on positive, negative, or neutral sentiments. In this dataset 

contents Ire divided into two categories: Positive and Negative. A content may carry a 

positive emotion if it conveys good feelings, praise, satisfaction, or favorable judgment. 

Look for terms like "অসাধারণ"(excellent), "ভাল া"(good), "সন্তুষ্ট"(satisfied), or expressions 

of appreciation. In contrast, if the content indicates dissatisfaction, criticism, 

disappointment, or adverse opinions, it is most certainly classed as a Negative review. 

Negative emotions can be communicated by words such as "খারাপ"(poor), 

"হতাশ"(disappointing), or through expressions of dissatisfaction.  The following figures 

3.5 and 3.6 depicts how the data is classified. The bar chart shows that the dataset has 

the right balance to enhance data's accuracy. 

 

 

 

Fig-3.5: Classification value count 
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                                                     Fig-3.6: Sentiment value distribution 

 

3.4.3 Data Labeling 

Data labeling is a pivotal step in the training and evaluation of sentiment analysis 

models, as this involves assigning sentiment numeric labels to the collected textual data. 

In this study, ‘Label Encoder’ technique is used for data labelling. The following figure 

3.7 shows the label encoding function and dataset after encoding. 

  

 

 

 

 

 

 

 

 

Fig-3.7: Data Labeling 
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Fig-3.8: Feature Extraction using TF-IDF Vectorizer 

3.4.4 Feature Extraction 

When you're extracting features in sentiment analysis, you're picking out and modifying 

linguistic features to make things easier to understand for machine learning models. 

Selecting the right features is crucial because they determine how well a model can 

identify and understand people's feelings.  

So, it's a big deal in sentiment analysis research and applications. In this technique, I've 

used the 'TF-IDF Vectorizer' to extract features. This vectorizer is particularly useful in 

sentiment analysis because it helps create a numerical representation of text data that 

machine learning models can analyze. The below figure 3.8 shows the TF-IDF 

vectorizer function and 3.9 shows the flowchart of TF-IDF Vectorizer working steps. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Fig-3.9: TF-IDF Vectorizer working steps 
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Fig-3.10: Machine Learning Models for training 

3.4.5 Model Training 

A robust sentiment analysis model tailored to Bengali social media data is developed 

through the model training process. Regular evaluations, refinements, and adaptations 

to linguistic nuances improve the model's ability to capture sentiment. This sentiment 

analysis task uses machine learning and natural language processing (NLP) techniques. 

Below figure 3.10 shows what machine learning techniques were used and table 3.2 

shows fine-tuning parameter used in a few algorithms. 

 

 

 

 

 

 

 

 

 

Table 3.2: PARAMETER USAGE 

 

 

 

 

 

 

 

3.5 Implementation Requirements 
 

Python 3.9  

Python 3.9 is the latest version of Python. It's a high-level programming language with 

a lot of abstractions. Many experts use it for research. It's a fantastic programming 

language for AI-related work, and it's extremely common among younger programmers 

because of how easily it can be learned. 

Algorithms Details 

Random Forest n_estimators=100, random_state=42 

XGB n_estimators=50, random_state=2 

Logistic Regression random_state=42 
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Others Requirement: 

• Windows or Unix OS (Windows 10 version 21H2 or above / Ubuntu 18.04 or 

above) 

• Web Browser 

• Disk space (Minimum 4GB) 

• Memory (More than 8GB) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



©Daffodil International University   21 

 

CHAPTER 4 

EXPERIMENTAL RESULTS AND DISCUSSION 

 

4.1 Experimental Setup  

• For starting sentiment analysis tasks, the initial step is data collection. 

• Avoiding all issues regarding data collection, the data collected for this task was 

from Kaggle, an open-source data resource repository. 

• The data is suitable for use after labeling the data. 

• Then comes the pre-processing part. After that model training and model 

evaluation was took place. 

4.2 Experimental Results & Analysis 

After analyzing the numbers, I used a variety of different calculations to figure out our 

findings. I had great accuracy, which was over 80%. I also tried to mix real people's 

details into our predictions, and guess what? The device could actually guess things 

right based on the information it had. Using multinomial Naive Bayes, support vector 

machines, and logistic regression, I was able to get an accuracy level of almost 80%. 

Along with accuracy, I also found out the F1 score and precision. They were also almost 

80% accurate. Below figure 4.1 presents accuracy comparison and figure 4.2 presents 

precision comparison between the all algorithms are presented.   

 

 

 

 

 

  

Fig-4.1: Comparison of Accuracy 
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Support Vector Machine, a supervised machine learning algorithm, is capable of 

solving both linear and nonlinear classification and regression problems. Support vector 

machines are frequently used for classification tasks due to their superior accuracy and 

minimal computational requirements. It offers an advantage due to its ability to generate 

trustworthy findings even with a minimal amount of data. 

Gaussian Naive Bayes (GNB) refers to Bayes' theorem. It assumes that features follow 

a Gaussian (normal) distribution. GNB is Ill-suited for continuous data and is 

commonly used in machine learning tasks where the feature variables are real numbers. 

Despite its simplicity and the "naive" assumption of feature independence, GNB 

performs well in various applications, especially when the data distribution aligns with 

the Gaussian model. 

Multinomial Naive Bayes is designed for classification tasks with discrete features, 

often applied to text classification problems. It assumes that features represent the 

frequencies with which certain events occur.  

Bernoulli Naive Bayes is specifically tailored for binary feature data, where features 

represent presence or absence. It models each feature as a binary random variable 

following a Bernoulli distribution. Despite its simplicity and the assumption of feature 

independence, BNB can be effective in scenarios with binary feature representations. 

Fig-4.2: Comparison of Precision 
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The Passive Aggressive Classifier is particularly well-suited for scenarios with 

sequentially arriving data. Its "passive" nature means it maintains its model parameters 

when predictions are correct, while it becomes "aggressive" and updates parameters 

when predictions are incorrect. This adaptability makes PAC suitable for real-time 

applications and streaming data, where it can efficiently adjust to evolving patterns. Its 

simplicity, efficiency, and ability to handle large datasets make it valuable in various 

domains. 

The K-Nearest Neighbor (K-NN) algorithm, one of the simplest categorization 

methods, is a supervised machine learning algorithm. It stores all previously observed 

cases, subsequently classifying new cases based on similarity criteria. 

In classification and regression problems, supervised machine learning methods like 

Random Forest classifiers are often used. It constructs decision trees from various 

samples and uses their average for categorization and a majority vote for regression. 

Among other things, classification and regression tasks are accomplished using a 

machine learning technique called gradient boosting. It offers a prediction model in the 

form of a collection of weak prediction models that resemble decision trees. The tree-

based ensemble machine learning method Extreme Gradient Boosting is a scalable 

machine learning system for tree boosting. The main reasons for using XGBoost are 

speed and model performance. 

Decision trees are non-parametric supervised learning techniques used for classification 

and regression. The goal is to learn simple decision rules based on data characteristics 

in order to develop a model that predicts the value of a target variable. 

Logistic regression is a machine learning algorithm. It is used to address classification 

problems similar to linear regression. It is a predictive analysis-based approach, with 

probability serving as its underlying principle. 

 

 

 

 



©Daffodil International University   24 

 

The below table 4.1 shows accuracy and precision of all algorithms. 

Table 4.1: MODEL RESULT 

It has been found that the Support Vector Machine classifier is the most accurate in 

terms of Accuracy and Precision score in the study. This model resulted with the 

accuracy is 84% and precision 88%, the best value for any classifier that has been tested. 

Next best count is for Multinomial Naïve Bayes, where accuracy and precision score is 

83%.  

4.2.1 Confusion Matrix Analysis 

I have constructed confusion matrix to evaluate our model's performance on the test set. 

Based on the confusion matrix and associated performance metrics to gain valuable 

insight into the strengths and weaknesses of the model. As a result of these metrics, it 

may be possible to refine or adjust the model to better align it with the project's goals. 

Understanding the relationship between true values and predicted values is crucial for 

evaluating the performance of a machine learning model. The true values represent the 

actual outcomes, while the predicted values represent the labels that model assigns.  

 

To gain a comprehensive understanding of the model's performance, confusion matrix 

presented here in the table 4.2 that provides a detailed breakdown of the model's 

predictions. 

 

 

Algorithm Accuracy Precision 

SVC 84 88 

MNB 83 83 

GNB 78                   78 

BNB 81 91 

KNN 70 66 

PAC 80 84 

RF 82 84 

XGB 80 84 

DT 79 81 

LR 83 87 
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Table-4.2: CONFUSION MATRIX OF ALL ALGORITHMS 
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Logistic Regression 
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4.2.2 ROC Curve Score Analysis 

A ROC curve describes the trade-off between sensitivity (true positive rate) and 

specificity (true negative rate) at different thresholds for a classifier. In this way, you 

can assess the performance of a classification algorithm at various classification 

thresholds. There is a diagonal line in the ROC space (from (0,0) to (1,1) that represents 

random guessing, and a good classifier should have a curve that is higher and to the left 

of this line. They are useful in assessing the model's ability to discriminate between 

positive and negative instances across a range of threshold values.  
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The terms used for ROC are below: 

• False Positive Rate (FPR): This represents the false positive rate, which is the ratio 

of false positives to the total number of negatives (FP / (FP + TN)). It's also called 

fallout or FPR. 

• True Positive Rate (TPR): This rate represents the ratio of true positives to the 

number of positives (TP / (TP + FN)). TPR is also referred to as sensitivity or 

recall. 

The following table 4.3 presents the ROC curve score of all algorithms used in this 

study. 

 

Table 4.3: ROC CURVE OF ALL ALGORITHMS 

  

  



©Daffodil International University   31 

 

  

  

  

 

 

 

 



©Daffodil International University   32 

 

Below figure 4.3 shows the comparison of AUC-ROC curve score of applied 

algorithms. 

 

 

 

 

 

 

 

 

 

 

 

4.3 Discussion 

At achieving this level of accuracy, I became satisfied somehow. However, to improve 

the level of accuracy, you will need to ensure that the dataset is correctly prepared. 

There should be maintain consistency for each of the sentiment categories. Currently, 

there is no option for data cleaning in order to improve the accuracy of predictions. As 

more data is preprocessed, this classifier's predictions become more precise. 

 

 

 

 

 

 

 

 

 

Fig-4.3: Comparison of AUC-ROC score 
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CHAPTER 5 

IMPACT ON SOCIETY, ENVIRONMENT AND 

SUSTAINABILITY 

 

5.1 Impact on Society 

Sentiment analysis has had a significant impact on society, affecting a wide range of 

sectors and aspects of our daily lives. The following figure 5.1 demonstrate the sectors 

were affects by sentiment analysis. 

 

 

 

 

 

 

 

 

 

 

The following points highlights the impact on society: 

 

• Businesses can use sentiment analysis to better understand their customers' opinions 

and feedback. 

• A company's marketing campaign can be customized using sentiment analysis to 

ensure that it resonates positively with the target audience. 

• A company can prevent potential problems from escalating by monitoring sentiment 

trends and addressing emerging issues as they arise. 

Fig-5.1: Different Sectors Impacting by Sentiment Analysis 
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• Political campaigns and policymakers benefit from sentiment analysis by gauging 

public opinion on political issues, candidates, and policies. 

• To improve the quality of healthcare services, healthcare providers can use sentiment 

analysis to analyze patient reviews and feedback. 

• By analyzing language patterns, sentiment analysis research can help monitor and 

assess mental health 

• Students' feedback and opinions are analyzed using sentiment analysis by 

educational institutions to improve the curriculum, teaching methods, and overall 

educational experience. 

 

These points illustrate the multifaceted impact of sentiment analysis research on various 

aspects of society, ranging from business and politics to healthcare and education. 

 

5.2 Impact on Environment 

Sentiment analysis, the art of understanding emotions in text, can have a surprising 

impact on the environment. By analyzing public opinion on social media and news 

platforms, it helps gauge public concern about environmental issues like climate 

change. This data can inform policy decisions, direct resources toward areas of greatest 

public concern, and even hold companies accountable for environmentally damaging 

practices. Yet, we must exercise ethical considerations and limitations when trying to 

capture nuanced emotions. In general, sentiment analysis offers a promising, imperfect, 

tool for understanding public sentiment and driving positive environmental change. By 

utilizing the method applied in this study, either favorable or unfavorable feedback can 

be easily identified, leading to an increase in online purchases compared to the previous 

period. Individuals who are doubtful about which product to purchase will show interest 

in it. This will increase online purchases. As our method utilizes internet product 

reviews and is automated, I do not contribute to environmental damage. 

 

5.3 Ethical Aspects 

Sentiment analysis looks at people's emotions, but it has some important ethical issues. 

One concern is about privacy, which means that people's personal information should 

be protected. Another concern is about fairness and avoiding discrimination. Sentiment 

analysis should also be transparent and accountable, meaning people should understand 
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how it works and what it is used for. By being ethical, sentiment analysis can help create 

a world that values compassion and responsibility. 

 

5.4 Sustainability Plan 

The pursuit of knowledge in sentiment analysis, while valuable, often leaves an unseen 

environmental footprint. To truly embrace sustainability, researchers must shift their 

focus to environmentally-friendly practices throughout the research lifecycle. Here are 

some key areas for greening sentiment analysis research: 

 

• Data collection and storage: Analyze publicly available data or reuse existing 

datasets before collecting new data. Design efficient data collection systems to 

reduce redundancy and energy consumption. Use cloud platforms powered by 

renewable energy for data storage and computation. 

 

• Model Training and Analysis: Sentiment analysis requires less computational 

power and resources for model selection and training.  Distributed computing 

platforms reduce the burden of individual energy of analysis tasks. Develop tools to 

measure and communicate the carbon footprint of sentiment analysis research. 

 

• Dissemination and sharing: Encourage open publication of research results to 

reduce printing and distribution costs. Use online platforms and tools for 

collaboration and communication to reduce travel demand.  

 

By implementing these strategies and constantly seeking new green solutions, 

sentiment analysis research can reduce its carbon footprint and become a driving force 

for environmental responsibility.  
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CHAPTER 6 

SUMMARY, CONCLUSION, RECOMMENDATION AND 

IMPLICATION FOR FUTURE RESEARCH 

 

 

6.1 Summary of the Study 

The goal of this research project is to predict public emotional states from social media 

data. Several well-known machine learning models Ire used in this study, along with 

natural language processing (NLP) approaches. TF-IDF was shown to be less effective 

than count vectorizer modeling in terms of feature extraction. Data collection from 

social media sites such as Facebook appears to be time-consuming and challenging; 

suitable web scraping tools Ire not discovered. As a result, managing each issue dataset 

for this study was collected from Kaggle, an open-source data repository. However, 

there might be an issue with data labeling; biases might have been found. With all of 

these challenges in consideration, the primary objective of this study is to create an 

effective model that reliably predicts the sentiment of Bengali data from social media. 

6.2 Conclusions 

Sentiment analysis in Bengali language presents several challenges, including complex 

grammar, a variety of vocabulary, dialectal differences, slang, colloquialisms, cultural 

references, and code-mixing with other languages. Pre-trained models struggle with 

Bengali nuances, whereas models specifically trained in Bengali face challenges due to 

grammar complexities. Transfer learning with fine-tuned English models using smaller 

Bengali datasets shows promise for improving Bengali sentiment analysis. Feature 

selection techniques (e.g., TF-IDF or word embeddings) and hyperparameter 

optimization can improve Bengali sentiment analysis. Diverse training data from 

different sources makes sentiment analysis more effective. Sentiment analysis is used 

in marketing and public policy to develop tailored strategies for businesses The 

classifier can be trained using a previously learned dataset containing around 15,000 

data with two initial features. Although the categorization method used in the study was 

inaccurate regarding sentiment analysis of Bangla text. Preprocessing can be done 

directly on raw data, addressing Bangla text concerns. It is hoped that future examiners 

will find this research valuable for examining Bangla texts or news. 
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6.3 Implication for Further Study 

Sentiment analysis holds great promise for further research, which not only provides 

greater insight into human emotions but also has specific implications for various fields. 

Here's a taste of some interesting possibilities: 

 

• Building more complex sentiment analysis algorithms that capture the full range 

of human emotions and contexts 

• Enhancing our ability to reliably assess emotions in local Bengali language and 

cultural contexts. 

• Developing real-time sentiment analysis tools that allow for rapid response to 

public opinion and crisis situations. 

• Combining multiple sources of data such as text, images and video can improve 

sentiment analysis. 

• More transparent and interpretable sentiment analysis techniques for building trust 

in AI systems, especially in applications with significant social or ethical 

implications. 

• Efforts to reduce bias in sentiment analysis algorithms prioritize fairness, ensuring 

that the analysis does not reinforce or perpetuate existing biases in the language 

data. 
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