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Abstract

This technical paper proposes an activation function, self-gated rectified linear unit (SGReLU), to achieve high classification accuracy, low
loss, and low computational time. Vanishing gradient problem, dying ReLU, noise vulnerability are also resolved in our proposed SGReLU
function. SGReLU’s performance is evaluated on MNIST, Fashion-MNIST, and Imagenet datasets and compared with seven highly effective
activation functions. We obtained that the proposed SGReLU outperformed other activation functions in most cases in VGG16, Inception v3,
and ResNet50. In VGG16 and Inception v3, it achieved an accuracy of 90.87% and 95.01%, respectively, exceeding other functions with the
second-fastest computing time in these networks.
© 2021 The Author(s). Published by Elsevier B.V. on behalf of The Korean Institute of Communications and Information Sciences. This is an open
access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

An activation function is considered to be the heart of a
deep neural network (DNN) because it is the basic building
block of a multilayer perceptron (MLP) and convolutional
neural network (CNN), which helps the network learn complex
patterns in the data. The performance of NNs, such as accu-
racy, computational complexity, and loss, highly depends on
the characteristics of the activation function used. To improve
the overall performance of NNs, researchers have proposed
several activation functions over the last decade. Some remark-
able activation functions are sigmoid, tanh, rectified linear unit
(ReLU) [1,2], leaky ReLU (LReLU) [3], exponential linear
unit (ELU) [4], scaled-exponential linear unit (SELU) [5], and
swish [6].

ReLU is the most widely used activation function for NNs,
which was first developed for limited Boltzmann machines
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[1,2]. Despite having low computational complexity, it suffers
from the dying ReLU problem that refers to the idle state
of neurons as it only provides zero as output irrespective of
the input [3,7]. Several activation functions, such as LReLU,
parametric ReLU (PReLU), and randomized ReLU (RReLU),
have overcome the dying ReLU problem. However, they lack
noise-robustness in the deactivation state [4]. Sigmoid linear
unit (SiLU) [8] uses sigmoid gating technique to remove dying
ReLU problem, which increases the time complexity due to the
power operation of sigmoid function. Swish [6], a modification
of SiLU needs additional parameter training to achieve better
accuracy at the expense of higher computational complex-
ity. Table 1 presents brief descriptions of various popular
activation functions with their expressions and challenges.

To overcome the limitation of ReLU and swish, we have
proposed a self-gated ReLU (SGReLU) that also overcomes
the major limitations of other activation functions, such as
vanishing gradient, neuron death, and output offset. The per-
formance of the proposed SGReLU is evaluated in MLP
and some benchmark CNNs, such as VGG16, Inception v3,
and ResNet50. Consequently, we obtained exceptional perfor-
mance improvement.
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Table 1
Notable activation functions with their limitations.

Activation function Expression Challenges

Sigmoid [3]
1

1 + e−x • Gradient disappearance
problem
• Not zero-centered

Tanh [3]
ex

− e−x

ex + e−x • Vanishing gradient problem

ReLU [1–3] x, for x ≥ 0
0, for x < 0

• Dying ReLU problem

LReLU [4] x, for x ≥ 0
0.01x, for x < 0

• Lack noise robustness in
deactivation state

Swish [3,6,9]
x

1 + e−βx • In case of β-swish, the
value of β should be trained.
• Higher computational
complexity

ELU [4,10] x, for x ≥ 0
a(ex

− 1), for x < 0
• Computationally expensive

SELU [8,11] λ

{
x, for x > 0

a(ex
− 1), for x ≤ 0

• Requires LeCun normal
method for weight
initialization.
• Needs alpha dropout.

Softplus [3,6] log (1 + ex ) • Computationally expensive
• Strictly positive and
monotonic

Softsign [12]
x

1 + |x |
• Complex derivatives
• Gradient sometimes yields
extremely low/high values.
w

The most remarkable upsides of our proposed SGReLU are
as follows:

1. The dying ReLU and vanishing gradient problem are
settled by adding a small negative bump on the negative
side.

2. After the bump, the negative value tends to zero for
larger negative inputs; thus, making the deactivation
state noise-robust.

3. Our proposed function has achieved higher accuracy,
which surpasses ReLU and swish by 0.42% and 0.97%
in VGG16, 1.11% and 1.51% in Inception v3, and
0.625% and 0.7% in ResNet50, respectively, using Im-
agenet dataset.

4. It is computationally efficient than swish due to its
linear characteristics on the positive side.

The remainder of the paper is organized as follows. The
proposed function is described in Section 2. Section 3 provides
the results and discussions. Finally, Section 4 presents the
conclusion.

2. Proposed function

A general structure of activation functions can be written
as a binary function, b (x, g (x)) [5], where x is the raw

reactivation, which is the input to the final binary function.
GReLU is proposed maintaining the same binary format
321
having g (x) = α.x .σ (x), which is expressed as follows:

f (x) =

{
x, x ≥ 0

α.x .σ (x) , x < 0 (1)

here σ (x) =
1

1+e−x , and α is a hyper-parameter ranging from
0.1 to 1.

In the positive region, the function shows similar un-
bounded linear behavior as ReLU. Therefore, it avoids the
saturation problem and has a non-zero gradient, which accel-
erates the training process. In contrast to swish, the absence
of the sigmoid function eliminates the necessity of power op-
erations, resulting in a lower computational time. On the other
hand, self-gating technique is applied to the negative region
of the function to make it compatible with a single input. As
a result, a small negative bump is developed at the beginning
of the negative region that approaches zero for a large value
of preactivation, x . For small negative inputs, SGReLU offers
a negative bump that prevents the dying ReLU problem. It
has some portions on the negative side, but unlike LReLU
and PReLU, it is bounded below because it approaches zero
for a large value of x that introduces sparsity in the network
which reduces the complexity. Consequently, the overfitting
problem is removed, and noise-robustness is achieved in the
network simultaneously. Thus, non-monotonicity and self-
regularization are attained that makes the network free from

neural death and compatible with any data, respectively.
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Fig. 1. (a) The proposed SGReLU activation function and its first derivative, (b) the variation in training accuracy (after 10th epoch) with the variation of
hyper-parameter (α), and (c) the heatmap of confusion matrix in case of MNIST dataset when α = 0.5 (after 10th epoch).
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The first derivative of the continuous SGReLU function is
as follows:

f ′ (x) =

⎧⎨⎩ 1, x ≥ 0

α

[
1

1+e−x +
xe−x

(1+e−x)
2

]
, x < 0 (2)

The derivative is always one for non-zero inputs in the positive
region; thus, alleviating the attenuation and vanishing gradient
problem. However, the negative region is a combination of two
functions; therefore, a partial derivative is performed to obtain
the gradient at the time of backpropagation. Fig. 1(a) shows
the effect of α on SGReLU and its derivative.

Here, α controls the depth of the negative bump of the
SGReLU function. It also controls the shape and values of
the non-saturated part of the negative regime of the derivative
during backpropagation. If α gets close to zero, the SGReLU
function will behave like ReLU. To determine the optimum
value of α, different values of α were investigated in MLP,
VGG16, Inception v3, and ResNet50 on the Modified National
Institute of Standards and Technology (MNIST) [13], Fashion-
MNIST [14], and Imagenet dataset using hyper-parameter
tuning. In general, hyper-parameter tuning is a very efficient
way to find the optimum value of hyper-parameter. It is noticed
that SGReLU function for α = 0.5 performs better than other
alues of α. In the next section, the performance analysis of
GReLU for different datasets and NN structures has been
escribed. Fig. 1(b) shows the training accuracy in the MLP
odel for the MNIST dataset after the 10th epoch with the

ariation of α. The maximum accuracy is achieved at α = 0.5,
nd the corresponding heat map of the confusion matrix is
hown in Fig. 1(c).
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3. Results and discussions

3.1. Performance analysis of SGReLU using MLP

We designed a NN that had one hidden layer with 30
neurons. The batch size and learning rate were 16 and 0.01,
respectively, and the random binary bias was used. SGReLU
was used in the hidden layer, and the sigmoid function was
used in the output layer as an activation function. We executed
training based on weight updates through backpropagation.
MNIST and Fashion-MNIST datasets were used to train the
DNN models. MNIST consists of ten classes with 70,000
handwritten digits, whereas the Fashion-MNIST has the same
number of apparel photos. Photos of both datasets are 28 × 28

rayscale images. In both cases, 60,000 and 10,000 images
ere used for training and testing.
Fig. 2 shows the training accuracy, test accuracy, and mean

quare error loss for 15 epochs in the above mentioned datasets
or ReLU, swish, and SGReLU (for α = 0.5 and 1). As shown
n Fig. 2(a), SGReLU achieved the maximum average training
ccuracy of 98.3% with α = 0.5 for the MNIST dataset.
dditionally, SGReLU with α = 1 achieved an average

raining accuracy of 98.22%, which is higher than that of the
wish (98.1%) and ReLU (97.5%). SGReLU with α = 0.5 and
= 1 also achieved an average testing accuracy of 97.23%

nd 97.1%, respectively, which are higher than that of swish
97.04%) and ReLU’s (96.32%) case, as shown in Fig. 2(b).
s shown in Fig. 2(c), SGReLU increased the accuracy and

educed the loss by 4% and 3% from ReLU and swish, (when
= 1) respectively, and 5.7% and 4.6% from ReLU and swish

when α = 0.5) respectively.
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Fig. 2. (a) Training accuracy, (b) test accuracy, and (c) loss curve of the MNIST dataset; (d) training accuracy, (e) test accuracy, and (f) loss curve of the
Fashion-MNIST dataset.
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For Fashion MNIST, SGReLU with α = 0.5 and α = 1
isplayed the top and next to the top average training accuracy
f 89.15% and 89%, respectively. Similar to the previous case,
wish and ReLU obtained the third and fourth positions by
chieving average training accuracies of 88.94% and 87.8%,
espectively. These results are shown in Fig. 2(d). Even in
verage testing accuracy (Fig. 2(e)), SGReLU with α = 0.5
howed the leading accuracy of 87.74%, which is 0.24%,
.18%, and 1.14% higher than the SGReLU with α = 1, swish,
nd ReLU, respectively. In the case of loss, Fig. 2(f) shows that
GReLU with α = 1 has the lowest average loss; however, the
ifferences among the loss curves of swish, SGReLU (α = 1),
nd SGReLU (α = 0.5) are negligible.

.2. Performance of SGReLU in different CNN structures

As mentioned previously, three special types of CNN struc-
ures were used for the performance analysis of the proposed
GReLU. First, we assessed the proposed SGReLU’s per-
ormance in VGG16. It differs from the conventional CNN
n a way that small stacked convolutional filters with fewer
arameters constitute its blocks, showing similar performance
ith large convolutional filters. The second one was Inception
3, also known as GoogLeNet. It assists object detection and
mage processing. Finally, ResNet50 that has skip connections,
.e., an activation after a convolution, was being tested.

The performance of SGReLU was considered with two
ifferent values of α (0.5 and 1) in terms of accuracy and
omputational time. An image classification dataset, ImageNet
 T
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012, which is considered the most significant image clas-
ification dataset, with two classes, 2,000 training images
nd 1,000 validation images of 28 × 28 pixels was used
or performance evaluation. The results for SGReLU along
ith ReLU, softplus, ELU, SELU, softsign, and swish were

aken five times and their average results were recorded in
able 2. Each operation was performed using batch size 20,
0 epochs, and 100 steps per epoch. In VGG16, SGReLU
howed the finest result (90.87%) in terms of accuracy, and
he computational time was second finest (905.44 s), which
as near to the best shown by ReLU (899.95 s). An identical

esult was obtained in Inception v3, where SGReLU attained
.11% better accuracy than ReLU but took 10.19 s more than
eLU for task accomplishment. In ResNet50, the accuracy

87.30%) and computational time (3046.96 s) were the second-
est; however, they only differed from the best ones by 0.03%
nd 35.47 s, respectively.

.3. Performance of SGReLU with learnable parameter

We designed an MLP that had an input layer, two hidden
ayers with 256 and 64 neurons, respectively, and an output
ayer with 10 nodes. The batch size and learning rate were
2 and 0.001, respectively. The SGReLU was used in the two
idden layers, and Adam optimizer was used for training the
etwork. SGReLU-α is a form of SGReLU where α is trained
s a learning parameter that changes continuously in every
teration to reduce the cost function. For 3,500 iterations, α

alue was updated frequently to reach an optimum solution.

he initial value of α was chosen 0.1 and after 3,500 training
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Fig. 3. For the MNIST dataset, (a) test accuracy vs. iteration of various activation functions, (b) variation of α with the number of iterations in case of

GReLU-α.
Table 2
Performance of SGReLU in VGG16, Inception v3, and ResNet50.

Activation
function

VGG16 Inception v3 ResNet50

Top-10
accuracy (%)

Computational
time (s)

Top-10
accuracy (%)

Computational
time (s)

Top-10
accuracy (%)

Computational
time (s)

ReLU 90.45 899.95 93.90 290.63 86.675 3011.49
SGReLU 90.87 905.44 95.01 300.82 87.30 3046.96
Softplus 89.00 908.29 93.84 376.14 86.855 3292.02
ELU 86.94 926.44 94.29 377.29 87.33 3236.65
SELU 87.73 917.71 94.90 379.17 86.00 3226.87
Softsign 87.85 917.62 94.9 375.47 78.20 3282.30
Swish 89.90 909.93 93.5 316.51 86.60 3322.39
LReLU 88.73 914.00 94.28 330 86.60 3251.90
324
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Table 3
Performance comparison of SGReLU-α with other
activation functions.

Activation function Top-5 average
test accuracy (%)

ReLU 95.95
SGReLU (α=0.5) 96.04
SGReLU-α 96.06
Swish 95.91
ELU 95.41
LReLU 95.48
Softplus 94.85
Softsign 94.32
SELU 95.17

steps, the optimum value of α was 0.761, where the test
ccuracy was 97.8% after 5th epoch. In Table 3, the perfor-
ance analysis of different activation functions in the MNIST

ataset has been shown in terms of average test accuracy.
GReLU-α had outperformed other activation functions i.e;
eLU by 0.11%, swish by 0.15%, ELU by 0.65%, LReLU
y 0.58%, softplus by 1.21%, softsign by 1.74%, SELU by
.89%, as shown in Table 3. SGReLU-α performed slightly
etter than the original form of SGReLU (with α=0.5). The
erformance of several activation functions in terms of test
ccuracy is shown in Fig. 3(a). In Fig. 3(b), the variation of α

ith the number of iterations in case of SGReLU-α has been
hown.

. Conclusion

The performance of activation functions varies with NN
odels and datasets. Therefore, this study identifies the chal-

enges faced in developing a unique activation function suit-
ble for all models and datasets. Our proposed SGReLU
ncludes the most desirable features of an activation function,
uch as unbounded above, bounded below, non-monotonic,
inear in the positive region, and smooth in the negative region.

oreover, it has shown the best classification accuracy among
he most common functions without affecting the running
ime, which is the second-best. Therefore, it can be concluded
hat SGReLU with fixed α = 0.5, or hyper-parameter tuning
r SGReLU-α with learnable parameters all are capable of
nhancing the performance of the DNNs.
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